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To Our Valued Readers:

As internetworking technologies continue to pervade nearly every aspect of public and private
industry worldwide, the demand grows for individuals who can demonstrate they possess the
skills needed to manage these technologies. Recognizing this need, Juniper Networks—the lead-
ing provider of Internet infrastructure solutions that enable ISPs and other telecommunications
companies to meet the demands of Internet growth—recently restructured its certification
program to provide a clear path for the acquisition of these skills. Sybex is proud to have part-
nered with the Juniper Networks and worked closely with members of the Juniper Networks
Technical Certification Program to develop this Official Study Guide for the Juniper Networks
Certified Internetworking Associate certification.

Just as Juniper Networks is committed to establishing measurable standards for certifying those
professionals who work in the cutting-edge field of internetworking, Sybex is committed to
providing those professionals with the means of acquiring the skills and knowledge they need
to meet those standards. It has long been Sybex’s desire to help individuals acquire the technical
knowledge and skills necessary to excel in the IT industry.

The authors and editors have worked hard to ensure that this Official Juniper Networks Study
Guide is comprehensive, in-depth, and pedagogically sound. We’re confident that this book
will exceed the demanding standards of the certification marketplace and help you, the

Juniper Networks certification candidate, succeed in your endeavors.

Good luck in pursuit of your Juniper Networks certification!

Q\)/D//

Neil Edde
Associate Publisher—Certification
Sybex Inc.

_, Alameda’ CA 94501. WWW-SybeX-C()m
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Software License Agreement: Terms and Conditions

The media and/or any online materials accompanying
this book that are available now or in the future contain
programs and/or text files (the “Software”) to be used
in connection with the book. SYBEX hereby grants to
you a license to use the Software, subject to the terms
that follow. Your purchase, acceptance, or use of
the Software will constitute your acceptance of such
terms.

The Software compilation is the property of SYBEX
unless otherwise indicated and is protected by copyright
to SYBEX or other copyright owner(s) as indicated in the
media files (the “Owner(s)”). You are hereby granted a
single-user license to use the Software for your personal,
noncommercial use only. You may not reproduce, sell,
distribute, publish, circulate, or commercially exploit the
Software, or any portion thereof, without the written
consent of SYBEX and the specific copyright owner(s)
of any component software included on this media.

In the event that the Software or components include
specific license requirements or end-user agreements,
statements of condition, disclaimers, limitations or
warranties (“End-User License”), those End-User Licenses
supersede the terms and conditions herein as to that par-
ticular Software component. Your purchase, acceptance,
or use of the Software will constitute your acceptance of
such End-User Licenses.

By purchase, use or acceptance of the Software you
further agree to comply with all export laws and regu-
lations of the United States as such laws and regulations
may exist from time to time.

Software Support

Components of the supplemental Software and any offers
associated with them may be supported by the specific
Owner(s) of that material, but they are not supported by
SYBEX. Information regarding any available support
may be obtained from the Owner(s) using the informa-
tion provided in the appropriate read.me files or listed
elsewhere on the media.

Should the manufacturer(s) or other Owner(s) cease

to offer support or decline to honor any offer, SYBEX
bears no responsibility. This notice concerning support
for the Software is provided for your information only.
SYBEX is not the agent or principal of the Owner(s),
and SYBEX is in no way responsible for providing any
support for the Software, nor is it liable or responsible
for any support provided, or not provided, by the
Owner(s).

Warranty

SYBEX warrants the enclosed media to be free of
physical defects for a period of ninety (90) days after
purchase. The Software is not available from SYBEX in
any other form or media than that enclosed herein or
posted to www. sybex. com. If you discover a defect in

Copyright ©2003 SYBEX Inc., 1151 Marina Village Parkway, Alameda, CA 94501.

the media during this warranty period, you may obtain
areplacement of identical format at no charge by sending
the defective media, postage prepaid, with proof of
purchase to:

SYBEX Inc.

Product Support Department
1151 Marina Village Parkway
Alameda, CA 94501

Web: www . sybex. com

After the 90-day period, you can obtain replacement
media of identical format by sending us the defective
disk, proof of purchase, and a check or money order for
$10, payable to SYBEX.

Disclaimer

SYBEX makes no warranty or representation, either
expressed or implied, with respect to the Software or
its contents, quality, performance, merchantability,
or fitness for a particular purpose. In no event will
SYBEX, its distributors, or dealers be liable to you or
any other party for direct, indirect, special, incidental,
consequential, or other damages arising out of the
use of or inability to use the Software or its contents
even if advised of the possibility of such damage. In the
event that the Software includes an online update fea-
ture, SYBEX further disclaims any obligation to provide
this feature for any specific duration other than the
initial posting.

The exclusion of implied warranties is not permitted by
some states. Therefore, the above exclusion may not
apply to you. This warranty provides you with specific
legal rights; there may be other rights that you may have
that vary from state to state. The pricing of the book
with the Software by SYBEX reflects the allocation of risk
and limitations on liability contained in this agreement
of Terms and Conditions.

Shareware Distribution

This Software may contain various programs that are
distributed as shareware. Copyright laws apply to both
shareware and ordinary commercial software, and the
copyright Owner(s) retains all rights. If you try a share-
ware program and continue using it, you are expected to
register it. Individual programs differ on details of trial
periods, registration, and payment. Please observe the
requirements stated in appropriate files.

Copy Protection

The Software in whole or in part may or may not be copy-
protected or encrypted. However, in all cases, reselling
or redistributing these files without authorization is
expressly forbidden except as specifically provided for by
the Owner(s) therein.
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As with my first book in this series, I once again dedicate this effort to my family,
who persevered through my “virtual” absence as I endeavored to complete this
project. Anita, I love you with all that I am, and I promise you that the extension
cord’s lease on our lovely home is rapidly coming due. I am happy to report to my
daughters, Christina and Marissa, that their homework tutor will soon be returning
to a full-time schedule. The general lack of combustion in my home office through-
out this project has instilled in me a certain affinity for a special 20-amp circuit
breaker that diligently stood guard over all that really matters in life—my family

and my home. Ladies, you may start your hair dryers!
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Introduction

Greetings and welcome to the world of Juniper Networks. This introductory section serves

as a location to pass on to you some pertinent information concerning the Juniper Networks
Technical Certification Program. In addition, you’ll find information about how the book itself
is laid out and what it contains. Finally, we’ll review some technical information that you
should already know before reading this book.

Juniper Networks Technical Certification Program

The Juniper Networks Technical Certification Program (JNTCP) consists of two platform-

specific, multitiered tracks. Each exam track allows participants to demonstrate their competence
with Juniper Networks technology through a combination of written proficiency and hands-on
configuration exams. Successful candidates demonstrate a thorough understanding of Internet
technology and Juniper Networks platform configuration and troubleshooting skills.

The two JNTCP tracks focus on the M-series Routers & T-series Routing Platforms and the
ERX Edge Routers, respectively. While some Juniper Networks customers and partners work
with both platform families, it is most common to find individuals working with only one or the
other platform. The two different certification tracks allow candidates to pursue specialized
certifications, which focus on the platform type most pertinent to their job functions and
experience. Candidates wishing to attain a certification on both platform families are
welcome to do so, but are required to pass the exams from each track for their desired
certification level.

This book covers the M-series & T-series track. For information on the ERX Edge
ITE Routers certification track, please visit the JNTCP website at www. juniper.net/
certification.

M-series Routers & T-series Routing Platforms
The M-series Routers certification track consists of four tiers. They include the following:

Juniper Networks Certified Internet Associate (JNCIA) The Juniper Networks Certified
Internet Associate, M-series, T-series Routers (JNCIA-M) certification does not have any
prerequisites. It is administered at Prometric testing centers worldwide.

Juniper Networks Certified Internet Specialist (JNCIS) The Juniper Networks Certified
Internet Specialist, M-series, T-series Routers (JNCIS-M) certification also does not have
any prerequisites. Like the JNCIA-M, it is administered at Prometric testing centers
worldwide.

Juniper Networks Certified Internet Professional (JNCIP) The Juniper Networks Certified
Internet Professional, M-series, T-series Routers (JNCIP-M) certification requires that candidates
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first obtain the JNCIS-M certification. The hands-on exam is administered at Juniper Networks
offices in select locations throughout the world.

Juniper Networks Certified Internet Expert (JNCIE) The Juniper Networks Certified Internet
Expert, M-series, T-series Routers (JNCIE-M) certification requires that candidates first obtain
the JNCIP-M certification. The hands-on exam is administered at Juniper Networks offices in
select locations throughout the world.

FIGURE 1 JUNTCP M-series Routers & T-series Routing Platforms certification track

JNCIA JNCIS —>| JNCIP —>| JNCIE

Juniper Networks Technical Certification Program (JNTCP)
M-series Routers Track

) The JNTCP M-series Routers & T-series Routing Platforms certification track
TE covers the M-series and T-series routing platforms as well as the JUNOS
software configuration skills required for both platforms. The lab exams are
conducted using M-series routers only.

Juniper Networks Certified Internet Associate

The JNCIA-M certification is the first of the four-tiered M-series Routers & T-series Routing
Platforms track. It is the entry-level certification designed for experienced networking pro-
fessionals with beginner-to-intermediate knowledge of the Juniper Networks M-series and
T-series routers and the JUNOS software. The JNCIA-M (exam code JN0-201) is a computer-
based, multiple-choice exam delivered at Prometric testing centers globally for U.S. $125.

It is a fast-paced exam that consists of 60 questions to be completed within 60 minutes. The
current passing score is set at 70 percent.

JNCIA-M exam topics are based on the content of the Introduction to Juniper Networks
Routers, M-series (IJNR-M) instructor-led training course. Just as [JNR-M is the first class most
students attend when beginning their study of Juniper Networks hardware and software, the
JNCIA-M exam should be the first certification exam most candidates attempt. The study
topics for the JNCIA-M exam include:

=  System operation, configuration, and troubleshooting
= Routing protocols—BGP, OSPF, IS-IS, and RIP

= Protocol-independent routing properties

=  Routing policy

=  MPLS

= Multicast
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70 Percent Seems Really Low!

The required score to pass an exam can be one indicator of the exam’s difficulty, but not in the
way that many candidates might assume. A lower pass score on an exam does not usually
indicate an easier exam. Ironically, it often indicates the opposite—it’s harder.

The JNTCP exams are extensively beta tested and reviewed. The results are then statistically
analyzed based on multiple psychometric criteria. Only after this analysis is complete does the
exam receive its appropriate passing score. In the case of the JNCIA-M exam, for example,
requiring the passing score to be higher than 70 percent would mean that the exam’s target
audience would have been excluded from passing. In effect, the exam would have been more
difficult to pass. Over time, as more exam statistics are collected, or the exam questions them-
selves are updated, the passing score may be modified to reflect the exam’s new difficulty
level. The end result is to ensure that the exams are passable by the members of the target
audience for which they are written.

,/ Please be aware that the JNCIA-M certification is not a prerequisite for further

dﬁ'i certification in the M-series Routers & T-series Routing Platforms track. The
purpose of the JNCIA-M is to validate a candidate’s skill set at the Associate
level and it is meant to be a stand-alone certification fully recognized and
worthy of pride of accomplishment. Additionally, it can be used as a stepping-
stone before attempting the JNCIS-M exam.

Juniper Networks Certified Internet Specialist

The JNCIS-M was originally developed as the exam used to prequalify candidates for admittance
to the practical hands-on certification exam. While it still continues to serve this purpose, this
certification has quickly become a sought-after designation in its own right. Depending on the
candidates’ job functions, many have chosen JNCIS-M as the highest level of JNTCP certification
needed to validate their skill set. Candidates also requiring validation of their hands-on
configuration and troubleshooting ability on the M-series and T-series routers and the JUNOS
software use the JNCIS-M as the required prerequisite to the JNCIP-M practical exam.

The JNCIS-M exam tests for a wider and deeper level of knowledge than does the JNCIA-M
exam. Question content is drawn from the documentation set for the M-series routers, the
T-series routers, and the JUNOS software. Additionally, on-the-job product experience and an
understanding of Internet technologies and design principles are considered to be common
knowledge at the Specialist level.

The JNCIS-M (exam code JNO0-302) is a computer-based, multiple-choice exam delivered at
Prometric testing centers globally for U.S. $125. It consists of 75 questions to be completed
in 90 minutes. The current passing score is set at 70 percent.
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The study topics for the JNCIS-M exam include:
= Advanced system operation, configuration, and troubleshooting
*  Routing protocols—BGP, OSPF, and IS-IS
*  Routing policy
=  MPLS
*  Multicast
*  Router and network security

*  Router and network management

= VPNs
= JPv6
) There are no prerequisite certifications for the JNCIS-M exam. While JNCIA-M
TE certification is a recommended stepping-stone to JNCIS-M certification, candi-

dates are permitted to go straight to the Specialist (JNCIS-M) level.

Juniper Networks Certified Internet Professional

The JNCIP-M is the first of the two one-day practical exams in the M-series Routers & T-series
Routing Platforms track of the JNTCP. The goal of this challenging exam is to validate a candidate’s
ability to successfully build an ISP network consisting of seven M-series routers and multiple EBGP
neighbors. Over a period of eight hours, the successful candidate will perform system configuration
on all seven routers, install an IGP, implement a well-designed IBGP, establish connections with
all EBGP neighbors as specified, and configure the required routing policies correctly.

This certification establishes candidates’ practical and theoretical knowledge of core Internet
technologies and their ability to proficiently apply that knowledge in a hands-on environment.
This exam is expected to meet the hands-on certification needs of the majority of Juniper
Networks customers and partners. The more advanced JNCIE-M exam focuses on a set of
specialized skills and addresses a much smaller group of candidates. You should carefully
consider your certification goals and requirements, for you may find that the JNCIP-M exam
is the highest-level certification you need.

The JNCIP-M (exam code CERT-JNCIP-M) is delivered at one of several Juniper Networks
offices worldwide for U.S. $1,250. The current passing score is set at 80 percent.

The study topics for the JNCIP-M exam include:

= Advanced system operation, configuration, and troubleshooting
= Routing protocols—BGP, OSPF, IS-IS, and RIP

= Routing policy

=  Routing protocol redistribution

=  VLANs

= VRRP
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) The JNCIP-M certification is a prerequisite for attempting the JNCIE-M prac-
TE tical exam.

Juniper Networks Certified Internet Expert

At the pinnacle of the M-series Routers & T-series Routing Platforms track is the one-day
JNCIE-M practical exam. The E stands for Expert and they mean it—the exam is the most
challenging and respected of its type in the industry. Maintaining the standard of excellence
established over two years ago, the JNCIE-M certification continues to give candidates the
opportunity to distinguish themselves as the truly elite of the networking world. Only a few
have dared attempt this exam, and fewer still have passed.

The new eight-hour format of the exam requires that candidates troubleshoot an existing and
preconfigured ISP network consisting of 10 M-series routers. Candidates are then presented
with additional configuration tasks appropriate for an expert-level engineer.

The JNCIE-M (exam code CERT-JNCIE-M) is delivered at one of several Juniper Networks
offices worldwide for U.S. $1,250. The current passing score is set at 80 percent.

The study topics for the JNCIE-M exam may include:

= Expert-level system operation, configuration, and troubleshooting
= Routing protocols—BGP, OSPF, IS-IS, and RIP

= Routing protocol redistribution

*  Advanced routing policy implementation

=  Firewall filters

*=  Class of service

=  MPLS
= VPNs
= IPv6

= IPSec

= Multicast

)’ Since the JNCIP-M certification is a prerequisite for attempting this practical
@TE exam, all candidates who pass the JNCIE-M will have successfully completed
two days of intensive practical examination.

Registration Procedures

JNTCP written exams are delivered worldwide at Prometric testing centers. To register, visit
Prometric’s website at www. 2test . com (or call 1-888-249-2567 in North America) to open an
account and register for an exam.
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The JNTCP Prometric exam numbers are
«  JNCIA-M—]JN0-201
«  JNCIS-M—]JN0-302

JNTCP lab exams are delivered by Juniper Networks at select locations. Currently the testing
locations are

= Sunnyvale, CA
= Herndon, VA
=  Amsterdam, The Netherlands

Other global locations are periodically set up as testing centers based on demand. To register,
send an e-mail message to Juniper Networks at certification-testreg@juniper.net
and place one of the following exam codes in the subject field. Within the body of the message,
indicate the testing center you prefer and in which month you would like to attempt the exam.
You will be contacted with the available dates at your requested testing center. The JNTCP lab
exam numbers are

«  JNCIP-M—CERT-JNCIP-M
»  JNCIE-M—CERT-JNCIE-M

Recertification Requirements

To maintain the high standards of the JNTCP certifications, and to ensure that the skills of
those certified are kept current and relevant, Juniper Networks has implemented the following
recertification requirements, which apply to both certification tracks of the JNTCP:

= All JNTCP certifications are valid for a period of two years.

= Certification holders who do not renew their certification within this two-year period will
have their certification placed in suspended mode. Certifications in suspended mode are
not eligible as prerequisites for further certification and cannot be applied to partner
certification requirements.

= After being in suspended mode for one year, the certification is placed in inactive mode.
At that stage, the individual is no longer certified at the JNTCP certification level that has
become inactive and the individual will lose the associated certification number. For example,
a JNCIP holder placed in inactive mode will be required to pass both the JNCIS and JNCIP
exams in order to regain JNCIP status; such an individual will be given a new JNCIP
certification number.

*  Renewed certifications are valid for a period of two years from the date of passing the renewed
certification exam.

*  Passing an exam at a higher level renews all lower-level certifications for two years from the
date of passing the higher-level exam. For example, passing the JNCIP exam will renew
the JNCIS certification (and JNCIA certification if currently held) for two years from the
date of passing the JNCIP exam.

= JNCIA holders must pass the current JNCIA exam in order to renew the certification for
an additional two years from the most recent JNCIA pass date.
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= JNCIS holders must pass the current JNCIS exam in order to renew the certification for an
additional two years from the most recent JNCIS pass date.

= JNCIP and JNCIE holders must pass the current JNCIS exam in order to renew these
certifications for an additional two years from the most recent JNCIS pass date.

The most recent version of the JNTCP Online Agreement must be accepted
ITE for the recertification to become effective.

JNTCP Nondisclosure Agreement

Juniper Networks considers all written and practical JNTCP exam material to be confidential
intellectual property. As such, an individual is not permitted to take home, copy, or re-create the
entire exam or any portions thereof. It is expected that candidates who participate in the JNTCP
will not reveal the detailed content of the exams.

For written exams delivered at Prometric testing centers, candidates must accept the online
agreement before proceeding with the exam. When taking practical exams, candidates are
provided with a hard-copy agreement to read and sign before attempting the exam. In either
case, the agreement can be downloaded from the JNTCP website for your review prior to the
testing date. Juniper Networks retains all signed hard-copy nondisclosure agreements on file.

) Candidates must accept the online JNTCP Online Agreement in order for their
TE certifications to become effective and to have a certification number assigned.
You can do this by going to the CertManager site at www.certmanager.net/
juniper.

Resources for JNTCP Participants

Reading this book is a fantastic place to begin preparing for your next JNTCP exam. You
should supplement the study of this volume’s content with related information from various
sources. The following resources are available for free and are recommended to anyone seeking
to attain or maintain Juniper Networks certified status.

JNTCP Website

The JNTCP website (www. juniper.net/certification) is the place to go for the most
up-to-date information about the program. As the program evolves, this website is periodi-
cally updated with the latest news and major announcements. Possible changes include new
exams and certifications, modifications to the existing certification and recertification require-
ments, and information about new resources and exam objectives.

The site consists of separate sections for each of the certification tracks. The information
you’ll find there includes the exam number, passing scores, exam time limits, and exam topics.
A special section dedicated to resources is also provided to supply you with detailed exam
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topic outlines, sample written exams, and study guides. The additional resources listed next are
also linked from the JNTCP website.

CertManager

The CertManager system (www.certmanager.net/juniper) provides you with a place to
track your certification progress. The site requires a username and password for access, and
you typically use the information contained on your hard-copy score report from Prometric the
first time you log in. Alternatively, a valid login can be obtained by sending an e-mail message
to certification@juniper.net with the word certmanager in the subject field.

Once you log in, you can view a report of all your attempted exams. This report includes
the exam dates, your scores, and a progress report indicating the additional steps required to
attain a given certification or recertification. This website is where you accept the online JNTCP
agreement, which is a required step toward becoming certified at any level in the program.
You can also use the website to request the JNTCP official certification logos to use on your
business cards, resumes, and websites.

Perhaps most important, the CertManager website is where all your contact information
is kept up-to-date. Juniper Networks uses this information to send you certification benefits,
such as your certificate of completion, and to inform you of important developments regarding
your certification status. A valid company name is used to verify a partner’s compliance with
certification requirements. To avoid missing out on important benefits and information, you
should ensure your contact information is kept current.

Juniper Networks Training Courses

Juniper Networks training courses (www.juniper.net/training) are the best source of
knowledge for seeking a certification and to increase your hands-on proficiency with Juniper
Networks equipment and technologies. While attendance of official Juniper Networks training
courses doesn’t guarantee a passing score on the certification exam, it does increase the
likelihood of your successfully passing it. This is especially true when you seek to attain JNCIP
or JNCIE status, where hands-on experience is a vital aspect of your study plan.

Juniper Networks Technical Documentation

You should be intimately familiar with the Juniper Networks technical documentation set
(www . juniper.net/techpubs). During the JNTCP lab exams (JNCIP and JNCIE), these
documents are provided in PDF on your PC. Knowing the content, organizational structure,
and search capabilities of these manuals is a key component for a successful exam attempt. At
the time of this writing, hard-copy versions of the manuals are provided only for the hands-on
lab exams. All written exams delivered at Prometric testing centers are closed-book exams.

Juniper Networks Solutions and Technology

To broaden and deepen your knowledge of Juniper Networks products and their applications, you
can visit waw. juniper.net/techcenter. This website contains white papers, application
notes, frequently asked questions (FAQ), and other informative documents, such as customer
profiles and independent test results.
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Group Study

The Groupstudy mailing list and website (www.groupstudy.com/1ist/juniper.html) is
dedicated to the discussion of Juniper Networks products and technologies for the purpose of
preparing for certification testing. You can post and receive answers to your own technical
questions or simply read the questions and answers of other list members.

Tips for Taking Your Exam

Time, or the lack thereof, is normally one of the biggest factors influencing the outcome of
JNCIE-M certification attempts. Having to single-handedly configure numerous protocols and
parameters on ten routers while in a somewhat stressful environment often serves as a rude
wake-up call early in the JNCIE-M candidate’s first attempt.

Although the product documentation is provided during the exam, you will likely run short
on time if you have to refer to it more than once or twice during your exam. The successful
candidate will have significant practice time with the JUNOS software CLI, and will be experienced
with virtually all aspects of protocol configuration, so that commands can be entered quickly
and accurately without the need for user manuals.

Although troubleshooting is not a primary component of the exam, many candidates spend
a good portion of their time fault-isolating issues that result from their own configuration
mistakes or that result from unanticipated interactions between the various protocols
involved. Being able to quickly assess the state of the network, and to rapidly isolate and
correct mistakes and omissions, are critical skills that a successful JNCIE candidate must
possess.

The JNCIE-M exam is scored in a non-linear fashion—this means that a candidate can lose
points for a single mistake that happens to affect multiple aspects of their network. The goal
of this grading approach can be summed up as, “We grade on results, as opposed to individual
configuration statements, and your grade will be determined by the overall operational state
of your network at the end of the exam.” This is a significant point, and one that needs some
elaboration, because many candidates are surprised to see how many points can be lost due
to a single mistake on a critical facet of the exam.

Non-linear grading The JNCIE-M exam is made up of several sections, and each section is
worth a number of points. Missing too many of the criteria within one section can result in zero
points being awarded for the entire section, even if the candidate configured some aspects
of the task correctly! Getting zero points on a section almost always results in an insufficient
number of total points for a passing grade. The goal of this grading approach is to ensure that
the JNCIE candidate is able to at least get the majority of each task right. Put another way,
“How can you be deemed an Expert if you cannot get a significant portion of your IPv6 or
provider provisioned VPN configurations correct?”
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Results-based grading Because of the numerous ways that JUNOS software can be configured
to effect a common result and because an Expert should be able to configure a network that
is largely operational, the JNCIE-M exam is graded based on overall results. So a serious error
in a critical section of the exam can spell doom for the candidate, even if other sections of the
candidate’s configuration are largely correct. For example, consider the case of a candidate
who makes a serious mistake in their OSPF3 configuration. With a dysfunctional IPv6 IGP, there
is a high probability that the candidate’s multi-protocol BGP and IPv6 related policy-related
tasks will exhibit operational problems, which will result in point loss in this section, even
though the BGP and policy components of their IPv6 configuration might be configured properly.
The moral of this story is make sure that you periodically spot-check the operation of your
network, and that you quickly identify and correct operational issues before moving on to
subsequent tasks.

Here are some general tips for exam success:
=  Arrive early at the exam center, so you can relax and review your study materials.

= Read the task requirements carefully. Don't just jump to conclusions. Make sure that you're
clear about what each task requires. When in doubt, consult the proctor for clarification.
Don’t be shy, because the proctor is there mainly to ensure you understand what tasks you
are being asked to perform.

=  Becausethe exam is graded based on your network’s overall operation, moving on to later
tasks when you are “stuck” on a previous task is not always a good idea. In general, you
should not move on if your network has operational problems related to a previous task.
If you get stuck, you might consider “violating” the rules by deploying a static route (or
something similar) in an attempt to complete the entire exam with an operational network.
You should then plan to revisit your problem areas using any remaining time after you
have completed all remaining requirements. The point here is that you will likely experi-
ence significant point loss if your network has operational problems, so violating some
restrictions in an effort to achieve an operational network can be a sound strategy for
reducing overall point loss when you are stuck on a particular task.

=  Pay attention to detail! With so much work to do and so many routers to configure, many
candidates make “simple” mistakes that relate to basic instructions such as the need to
filter a specific route, assign prescribed names to variables, and so on.

=  Use cut and paste judiciously. Cut and paste can be a real time-saver, but in many cases it
can cost a candidate precious time when the configurations of the routers differ significantly
or when mistakes are made because the candidate did not correctly adjust parameters
before loading the configuration into the next router.

= Read each section (and perhaps the whole exam) fully before starting to type on the
consoles. In many cases, the ordering of the requirements for a given section may result
in the candidate having to revisit each router many times. By carefully reading all the
requirements first, the candidate may be able to save time by grouping requirements so
that each router needs to be configured only once.
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= Know and prepare for the current test version. At the time of this writing, the production
JNCIE-M exam and this book are synchronized to the same JUNOS software version. Before
showing up for the exam, the candidate should determine the software version currently
deployed in the JNCIE-M testing centers. If newer versions of JUNOS software are rolled
out, the well-prepared candidate should study the release notes for the new software and
compare any new features or functionality to the current JNCIE-M study guide and
preparation road maps to ensure that exam updates will not catch them unprepared.

It is important to note that the JNCIE-M certification requirements might not change just
because a newer software version has been deployed in the lab, because there are many
reasons to periodically upgrade the code used in the exam. Please also note that while
the exam requirements might not change, the syntax used to establish a given level of
functionality might evolve with new software releases.

JNCIE-M exam grading occurs at the end of the day. Results are provided by e-mail within ten
business days.

JNCIE Study Guide

Now that you know a lot about the JNTCP, we need to provide some more information about
this text. We begin with a look at some topics and information you should already be familiar
with and then examine what topics are in the book. Finally, we discuss how to utilize this
resource and the accompanying CD.

What You Should Know Before Starting

If you are familiar with networking books, you might be a little surprised to see that this book
starts off running, rather than beginning with the Open Systems Interconnection (OSI) model
common to books in our industry. We instead dive headfirst into the details of a typical
JNCIE-level configuration task that involves the topology discovery (and possible fault isolation)
of an internetwork comprising a link-state IGP, route redistribution, BGP, and routing policy.
This philosophy of knowing the basics is quite ingrained in the Juniper Networks Education
courseware and certification exams, so we follow that assumption.

This means that you should be knowledgeable and conversant in the following topics in the
context of Juniper Networks M-series Routers or T-series Routing Platforms before attempting
your JNCIE examination. Please refer to other Juniper Networks Study Guides published by
Sybex for assistance in gaining this knowledge.

= Routing Policy

= Open Shortest Path First (OSPF)

» Intermediate System to Intermediate System (IS-IS)
= Border Gateway Protocol (BGP)

= Multicast

*  Multiprotocol Label Switching (MPLS)
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= Virtual Private Networks (VPN5s)
= Class of Service

= Security and firewall filtering

= IPv6

Scope of the Book

While this book does provide the reader with a “feel” for the JNCIE-M exam, doing well on the
exam also involves getting some hands-on experience with M-series and T-series routers to
practice the scenarios covered in each chapter. This book serves as a guide to readers who have
access to a test bed that is specifically designed for JNCIE exam preparation. However, this
book was also written so that adequate preparation can be achieved when the reader combines
on-the-job experience with a careful study of the tips and examples contained in this book. The
bottom line is that hands-on experience is critical in gaining the proficiency and troubleshooting
skills required to successfully pass the [NCIE-M exam.

This book provides the reader with sample configuration scenarios that closely parallel those
used in the actual JNCIE-M exam. At the time of writing, this book completely addressed all
aspects of the production JNCIE-M exam. In fact, many of the configuration scenarios actually
exceed the difficulty level of the current exam so that readers may be better prepared for their
certification attempt.

,/ The operational output and configuration examples demonstrated throughout
d’TE this book are based on JUNOS software version 5.6R1.3 and 5.6R2.4.

What Does This Book Cover?

This book covers design, configuration, and troubleshooting skills that are commensurate
with the knowledge and skill set expected of a JNCIE-M candidate. The material closely parallels
the actual J]NCIE-M environment, in that each configuration example is characterized as a
series of requirements and restrictions with which the resulting configuration and network
behavior must comply. The reader is walked through each configuration scenario with equal
emphasis placed on the correct configuration syntax and on the operational mode commands
used to confirm proper operation, as defined by the restrictions placed on each configuration
task. In many cases, the reader is made privy to tips and tricks that are intended to save time,
avoid common pitfalls, and provide insight into how the JNCIE-M exam is graded. Knowing
the techniques that are used by the exam proctors to assess the state of the candidate’s network
will often allow the candidate to correct his or her own mistakes before it is too late!

Each chapter begins with a list of the lab skills covered in that chapter, with the chapter body
providing detailed examples of how the corresponding functionality can be quickly configured
and verified. A full-blown case study typical of what the JNCIE-M candidate will encounter in
the actual exam is featured near the end of each chapter. Each case study is designed to serve
as a vehicle for review and as the basis for lab-based study time. Solutions to the case study
configuration requirements and tips for verifying proper operation are provided at the end of
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each case study. Each chapter ends with review questions to highlight (and therefore prevent)
mistakes that are commonly seen when JNCIE exams are graded.
The book consists of the following material:

= Chapter 1 provides detailed coverage of a network discovery and verification task. This
type of task is designed to familiarize the JNCIE candidate with a JNCIE topology that
serves as the starting point for the advanced functionality and features that are added in
later tasks. A network discovery task is characteristic of how the JNCIE-M candidate will
usually begin their testing day.

= Chapter 2 focuses on the configuration and testing of Multiprotocol Label based Switching
(MPLS) features, to include LDP, RSVP, constrained routing using Explicit Route Objects
(ERO) and Constrained Shortest Path First (CSPF), routing table integration, and traffic
protection. This chapter fully explores the issues with incomplete traffic engineering databases
(TEDs) that result from the use of multiple area OSPF/multiple level IS-IS topologies.

= Chapter 3 explores the use of JUNOS software firewall filters for packet filtering, rate
limiting, and Filter Based Forwarding (FBF). The chapter details Routing Engine (RE)
and transit filtering, and also covers Prefix Specific Counters and Policers (PSCP) and
interface-based policers.

»  Chapter 4 details multicast configuration and testing, to include DVMRP, PIM dense and
sparse modes, the bootstrap and auto-RP protocols, Anycast-RP, and interdomain multicast
based on Multicast Source Discovery Protocol (MSDP).

= Chapter 5 covers the next generation of Internet protocols in the form of IPv6. The scenarios
in this chapter deal with various forms of IPv6 addressing, IGP support in the form of
RIPng, OSPF3, and ISOIS, as well as BGP and routing policy support for IPvé6.

*  Chapter 6 explores Class of Service (CoS) features made available by the 5.6 JUNOS release
coupled with Enhanced FPCs (E-FPCs). These scenarios cover a typical Voice over IP (VoIP)
application that involves multi-field classification at the edge and Behavior Aggregate (BA)
classification in the core based on Differential Services Code Points (DSCPs). The configu-
ration of schedulers and RED profiles that react to the loss priority of each packet is also
demonstrated in this chapter.

»  Chapter 7 details several Provider Provisioned Virtual Private Network (PP-VPN) scenarios
that demonstrate the configuration and testing of Layer 3 and Layer 2 VPN options. These
scenarios cover BGP and LDP based signaling VPNs (2547 bis, draft-Kompella, and draft-
Martini), and demonstrate advanced concepts such as the OSPF domain-ID, AS-override,
Internet access over non-VRF interfaces, mapping VPN traffic to particular LSPs, and
obtaining IP II functionality (in other words, firewall filtering and IP address lookups)
at the egress PE.

This book is written to mimic the actual JNCIE-M exam by having the reader add layers of
complexity and increased functionality to a common network topology with each successive
chapter. The decision to use a fixed topology allows the reader to focus on the task at hand instead
of having to constantly adapt to new connectivity and address assignments. This layering approach
helps to familiarize the reader with how the exam is structured, and also helps to reinforce the
relationships between the various network protocols and applications that are covered.
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How to Use This Book

This book can provide a solid foundation for the serious effort of preparing for the [NCIE-M
exam. To best benefit from this book, we recommend the following study method:

*  Read (and understand) the companion Juniper Networks Study Guides, such as the [NCIA
Study Guide, the [NCIS Study Guide, and the [NCIP Study Guide (Sybex, 2003), which
are designed to prepare you for the lab-based nature of this book.

*  When possible, you should gain access to a test bed of Juniper Networks M-series and/or
T-series routers—preferably one that matches the topology used throughout this book.
Accessing some routers is better than none, so get your hands on as many routers as you
can. This book was designed to simulate the experience of actually working with Juniper
Networks routers as closely as possible, recognizing that there is a substantial cost associated
with the construction of a JNCIE-M test bed. Combining on-the-job experience with a careful
analysis of the examples provided in this book will prepare you for the JNCIE-M exam.

*  Follow along with the chapter body configuration examples and make sure you understand
how network operation is validated against the scenario’s requirements through the use
of operational commands.

* Do not move on to the next chapter until you are confident that you can perform the case
study configuration found at the end of each chapter in the time frames suggested—without
the use of manuals and without any serious operational problems in the resulting network.

= Make sure you understand the answers to all the review questions at the end of each chapter.
These questions are designed to prevent common mistakes!

»  Use the JUNOS software documentation set for researching related information as
needed. The documentation set for JUNOS software version 5.6 is included on the
accompanying CD.

To learn all the material covered in this book, you’ll have to apply yourself regularly and
with discipline. Try to set aside the same amount of time every day to practice router configu-
ration and network testing, and select a comfortable and quiet place to do so. If you work hard,
you will be surprised at how quickly you demonstrate an expert level of proficiency in the
configuration and testing of networks based on JUNOS software and M-series/T-series platforms.
Before you know it, you’ll be a networking guru and well on your way to the pinnacle of
achievement known as the JNCIE. Good luck, and may the force be with you!

What’'s on the CD?

We worked very hard to provide some really great tools to help you with your certification
process. The accompanying CD contains the following:

Complete Router Configurations

The companion CD contains complete router configurations for the case studies found at the
end of each chapter. The configurations are available in PDF for printing, and as plain-text files
for loading into your own routers. Depending on the situation, you might need to edit the
configuration to suit the specific interface types and addressing used in your test bed.
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JNCIE Study Guide in PDF

Sybex is also offering the Juniper Networks Certification books on their accompanying CDs
so you can read the books on your PC or laptop. The JNCIE Study Guide is on this CD in
Adobe Acrobat format. Acrobat Reader 5.1 with Search is also included on the CD.

This will be extremely helpful to readers who travel and don’t want to carry a book, as well
as to readers who find it more comfortable to read from their computer.

JUNOS Software Documentation in PDF

Finally, the Juniper Networks documentation set for version 5.6 is included on the CD so that
you can read these manuals on your PC or laptop. The documentation set is in Adobe Acrobat
format. Acrobat Reader 5.1 with Search is also included on the CD.

About the Author and Technical Editors

Harry Reynolds, JNCIE #3, CCIE #4977, is a principal developer and a Senior Education
Services Engineer at Juniper Networks Inc. He has written numerous training courses and has
presented data communications and internetworking training classes for the last 15 years for
a variety of organizations. His e-mail address is h. reynolds@dr-data.net.

Jason Rogan is a Senior Engineer with Juniper Networks Inc. and Manager of the Juniper
Networks Technical Certification Program (JNTCP). He is JNCIE #8 and a Juniper Networks
Authorized Instructor.

Peter Moyer is a network consultant with the Professional Services group at Juniper Networks
Inc. He holds a B.S. in Computer and Information Science from the University of Maryland
and is JNCIE #2 and CCIE #3286. He can be partially blamed for the construction of the
industry’s toughest and most valuable IP networking exam, the JNCIE.

Josef Buchsteiner is a Senior Network Support Engineer with Juniper Networks Inc. in
Amsterdam, The Netherlands. He is JNCIE #38.
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Network Discovery
and Verification

JNCIE LAB SKILLS COVERED IN THIS
CHAPTER:

v" Verify Out of Band (OoB) management network

v Discover and verify IGP topology and route redistribution
v Discover and verify IBGP topology

v Discover and verify EBGP topology and routing policy
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In this chapter, you will be exposed to a series of network discovery
and verification tasks that are indicative of those typically
encountered at the beginning of the JNCIE examination. While
the ability to reverse engineer an unfamiliar network is an invaluable skill that all experts should

possess, the primary purpose of the discovery scenario is to allow the candidate to “become
one” with the provided baseline network topology before the candidate is expected to begin
modifying it during the course of subsequent configuration scenarios.

Because the JNCIE examination focuses on advanced topics such as Multi Protocol Label
based Switching (MPLS), firewall filters, and VPNs, the JNCIE examination begins with a
preconfigured network with regards to the OoB management network, user accounts, interface
configuration, interior gateway protocol (IGP) configuration, Internal and External Border Gate-
way Protocol (IBGP/EBGP) configuration, and a simple set of redistribution and IBGP/EBGP
policies. Though spared the need to actually configure this baseline functionality, the JNCIE
candidate begins the examination by discovering the initial network topology and by verifying the
overall operation of this baseline network. Because the emphasis of the JNCIE is on higher-level
applications and services, the candidate might assume that their interfaces are properly configured
and operational. While you will likely find nothing “fancy” about your interface configurations,
it is suggested that you give the interface portion of each router’s configuration a quick glance; the
memory of a non-default logical unit or Virtual Router Redundancy Protocol (VRRP) group con-
figuration may come back to prevent you from making a mistake in a later configuration task.

Although candidates are never intentionally provided with faulty equipment, you should be
on guard for any symptoms of hardware malfunction during the network discovery task. In
some cases, you may find that the provided configurations require some tweaking. Some versions
of the JNCIE examination might require that the candidate perform fault isolation and take
corrective actions during the discovery scenario.

Two sets of complete baseline configurations for all routers in the test bed are provided in this
chapter. It is suggested that you load your test bed with the same baseline configuration as called out
in each chapter to maximize your ability to follow along with each chapter’s configuration scenarios.

To kick things off, you will need to access the routers in the test bed either using terminal
server—based console attachment, or through the preconfigured Out of Band (OoB) network.
Once connected, you can begin to reverse engineer and become one with your new network!

Task 1: Verify OoB Network

As described in the introduction, your JNCIE test bed consists of seven M-series routers, a
terminal server, and a 100Mbps Fast Ethernet LAN segment that will serve as your network’s
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Oo0B management network. You will likely find that there is no need for terminal server—based
attachment because the baseline network has a preconfigured OoB network.

) Although you can use the router console ports for the JNCIE examination, most
TE candidates find that it saves time to open multiple telnet sessions (one per router)
using the OoB management network that is configured during the examination.
You should use the terminal server whenever you are performing router
maintenance (such as upgrading JUNOS software), or when routing problems
cause telnet access problems.

The OoB Topology

The Out of Band management topology is illustrated in Figure 1.1. Based on this figure, you can
see that the IP address of the terminal server is 10.0.1.101, and that its asynchronous interfaces
are connected in ascending order to the console ports of each router that is associated with your
test bed. The preconfigured fxp0 addressing is also shown in the figure.

FIGURE 1.1 The Out of Band (OoB) management network
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The testing center will provide you with both user EXEC and privileged EXEC mode pass-
words for the terminal server (or their equivalents, should a non-Internetwork Operating
System (IOS) based terminal server be in use). This chapter will focus on fxp0-based router access;
please see the INCIP Study Guide (Sybex, 2003) for a detailed discussion of terminal server usage.

Accessing Routers Using Telnet

Using the addressing shown earlier in Figure 1.1 and the predefined user account information
provided in Table 1.1, verify that you can open a telnet connection to each router using the Tab
login. (A root login requires terminal server—based console attachment because secure shell

[SSH] is not enabled by default).

TABLE 1.1 User Account Parameters

User Password Class/Permission Notes

root root superuser RADIUS/local password with automatic login
in the event of RADIUS failure

RADIUS secret is juniper

Tab Tab superuser Same as for user root

A successful telnet session will be similar to this capture, which shows the telnet session to rl
being successfully established:

rl (ttypl)

Togin: Tab
Password:
Last login: Wed Feb 5 02:44:47 from 10.0.1.100

--- JUNOS 5.6R1.3 built 2003-01-02 20:38:33 UTC

Taberi>

After opening telnet sessions to all seven routers, you quickly confirm the static routing
needed to reach the proctor subnet and RADIUS/FTP server by performing some ping testing:
Tab@rl> ping 10.0.200.2
PING 10.0.200.2 (10.0.200.2): 56 data bytes
64 bytes from 10.0.200.2: icmp_seq=0 tt1=255 time=1.228 ms
64 bytes from 10.0.200.2: icmp_seq=1 tt1=255 time=0.701 ms
~C
---10.0.200.2 ping statistics ---

2 packets transmitted, 2 packets received, 0% packet loss
round-trip min/avg/max/stddev = 0.701/0.964/1.228/0.264 ms
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Verification of the OoB network is complete once you open telnet sessions to all seven routers
and verify that each can ping the proctor workstation.

Task 2: Discover and Verify IGP Topology
and Route Redistribution

Your next goal is to discover the provided IGP topology, and to verify that there are no oper-
ational issues in the core IGP, or in the operation of any IGP route redistribution that may
be going on. Figure 1.2 details the JNCIE test bed topology that has been provided in this example.
It is suggested that you mark up a copy of the network topology as you proceed in your discovery
to assist you in later configuration scenarios.

Using the IGP Operation to Verify Interface Operation

Because your IGP relies on proper interface configuration and operation, you can effectively kill
two birds with one stone by starting your verification with your IGP. Proper interface operation
is effectively confirmed when you have all expected IGP adjacencies and IGP routes, and when
traceroute testing confirms optimal paths through the network. You should confirm interface
operation when IGP problems are detected even though the IGP’s configuration seems correct. It
is also a good idea to note any non-default logical units in place for future reference as the JNCIE
examination progresses. Note that for the IS-IS routing protocol, proper adjacency formation can
occur even if errors are present in the IP configuration of the corresponding interface. Newer ver-
sions of JUNOS software, such as the 5.6 release used as the basis for this book, will not form an
IS-IS adjacency when IP parameters are mismatched, as reflected in the trace output shown here:

Tab@r2# run show log isis

Mar 5 08:04:13 Received L1 LAN IIH, source id rl on fe-0/0/3.0
Mar 08:04:13 intf index 5, snpa 0:a0:c9:6f:7b:84

Mar 08:04:13 max area 0, circuit type 11, packet length 56
08:04:13 hold time 9, priority 64, circuit id r1.03
08:04:13 neighbor 0:a0:c9:6f:70:d (ourselves)

5
5
Mar 5
5

Mar 5 08:04:13 speaks IP
5
5
5
5

Mar

Mar 08:04:13 speaks IPV6

08:04:13 IP address 10.0.6.1

08:04:13 area address 49.0001 (3)

Mar 08:04:13 restart RR reset RA reset holdtime 0

Mar 5 08:04:13 ERROR: IIH from rl without matching addresses,
interface fe-0/0/3.0

Mar
Mar

The tracing output in this example was obtained at r2 after the IP address was removed from
rl’'s fe-0/0/2 interface.
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The JNCIE test bed topology

FIGURE 1.2
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The reader who is familiar with the previous book in this series should immediately recognize
numerous similarities between the JNCIP and JNCIE topologies. This level of similarity may
or may not occur in the actual JNCIE examination, which is why the candidate begins the
examination with a discovery scenario designed to familiarize the candidate with their “new”
topology.

Figure 1.2 (shown earlier) holds a wealth of information about your test bed. From the
figure, you can see that you have a mix of EBGP peers, and that route redistribution will likely
be in place between r6, r7, and the data center routers. You will also note that your test bed once
again consists of a mix of interface types, including Fast Ethernet, OC-3c POS, and ATM.

Discovering and Verifying Core IGP

While there are many ways in which a candidate might decide to attack the discovery of their
network’s IGP, this author has chosen to begin with r3, r4, and r7, because their central placement
implies that much can be learned by examining the configuration (and operation) of their IGP.
You take a deep breath and begin by displaying r3’s protocol stanza:
[edit]
Tab@r3# show protocols
bgp {
advertise-inactive;
group int {
type internal;
Jocal-address 10.0.3.3;
export nhs;
neighbor 10.0.6.1;
neighbor 10.0.6.2;
neighbor 10.0.3.4;
neighbor 10.0.3.5;
neighbor 10.0.9.6;
neighbor 10.0.9.7;
}
group ext {
import ebgp-in;
export ebgp-out;
neighbor 172.16.0.14 {
peer-as 65222;

}
ospf {

area 0.0.0.1 {
stub default-metric 10;
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interface fe-0/0/0.0;
interface fe-0/0/1.0;

1
area 0.0.0.0 {
interface s0-0/2/0.100;
interface at-0/1/0.0;
1
area 0.0.0.2 {
nssa;
interface fe-0/0/3.0;
1

The highlighted portion relating to r3’s IGP configuration is the area of concern at this stage.

From r3’s IGP configuration, you can determine the following:

The core IGP is OSPF (Open Shortest Path First).
r3 is an Area Border Router (ABR) for areas 1 and 2.
Area 1 is a stub network and r3 is configured to generate a default route into that area.

Area 2 is configured as a NSSA (not-so-stubby area) network. No default route is generated
by r3 into area 2.

No address aggregation or restriction of summary LSAs is occurring at r3.
OSPF authentication is not configured in areas 0, 1, and 2.

r3 will run OSPF on all interfaces in the baseline topology, except its lo0 and external
fe-0/0/2 interfaces.

The omission of the router’s 100 interface from the area declarations results in advertisement

of the router’s loopback address (the 100 interface is the default source of the RID) in the router
LSAs injected into all areas. Although not shown here, the OSPF configuration for r4 is virtually
identical to that of r3. Now that you have some idea of what to expect, it makes sense to quickly
assess the state of r3’s adjacencies:

[edit]
Tab@r3# run show ospf neighbor

Address Interface State ID Pri Dead
10.0.2.1 at-0/1/0.0 Full 10.0.3.5 128 36
10.0.2.6 so-0/2/0.100 Full 10.0.3.4 128 34
10.0.4.14 fe-0/0/0.0 Full 10.0.6.1 128 32
10.0.4.2 fe-0/0/1.0 Full 10.0.6.2 128 31
10.0.2.13 fe-0/0/3.0 Full 10.0.9.6 128 39

The results confirm that all five of r3’s adjacencies have been correctly established. A

quick look at r4’s adjacencies confirms that it too has the five adjacencies one would expect,
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given this topology:

[edit]
Tab@r4# run show ospf neighbor
Address Interface State D Pri Dead
10.0.2.5 s0-0/1/0.100 Full 10.0.3.3 128 34
10.0.2.9 so-0/1/1.0 Full 10.0.3.5 128 39
10.0.4.10 fe-0/0/1.0 Full 10.0.6.2 128 35
10.0.4.18 fe-0/0/2.0 Full 10.0.6.1 128 35
10.0.2.17 fe-0/0/3.0 Full 10.0.9.7 128 32
You now quickly examine the OSPF configuration for rl and r2:
[edit]

Tab@rl# show protocols ospf
area 0.0.0.1 {
stub;
interface fe-0/0/0.0 {
passive;
}
interface fe-0/0/1.0;
interface fe-0/0/2.0;
interface fe-0/0/3.0;

r1’s configuration allows you to determine that it is configured to run a passive OSPF
instance on its fe-0/0/0 interface, and that its overall configuration is commensurate with the
stub area settings discovered in r3. The passive setting on its fe-0/0/0 interface will prevent
adjacency formation on the P1 peering subnet, while allowing the 10.0.5/24 prefix to be carried
as an OSPF internal route. With r2’s configuration being virtually identical (not shown), you
expect to see three OSPF adjacencies in place on both rl and r2:

Tab@rl# run show ospf neighbor

Address Interface State ID Pri Dead
10.0.4.13 fe-0/0/1.0 Full 10.0.3.3 128 34
10.0.4.6 fe-0/0/2.0 Full 10.0.6.2 128 35
10.0.4.17 fe-0/0/3.0 Full 10.0.3.4 128 34

As anticipated, rl has the correct number of adjacent neighbors. With area 1 configured as
a stub area, there should be no external routes in r1’s link state database:

[edit]
Tab@r2# run show ospf database extern

Because network summaries (LSA Type 3s) are not being filtered at the ABR (r3), you expect
to see OSPF routes to the loopback addresses of all routers making up your test bed. Some
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creative CLI (command-line interface) work makes this determination a snap:

[edit]

Tab@r2# run show route protocol ospf | match /32
10.0.3.3/32 *[0SPF/10] 00:12:37, metric 1
10.0.3.4/32 *[0SPF/10] 01:52:14, metric 1
10.0.3.5/32 *[0SPF/10] 00:12:37, metric 2
10.0.6.1/32 *[0OSPF/10] 01:52:14, metric 1
10.0.9.6/32 *[OSPF/10] 00:12:37, metric 2
10.0.9.7/32 *[OSPF/10] 01:52:14, metric 2
224.0.0.5/32 *[0SPF/10] 03:32:36, metric 1

The highlighted output generated by r2 confirms that the loopback addresses of the other six
routers are being learned through the OSPF protocol. As a final check, you confirm the presence
of a default route in accordance with the configuration found on ABR r3:

[edit]
lab@r2# run show route

inet.0: 118111 destinations, 118118 routes (118111 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

0.0.0.0/0 *[OSPF/10] 00:47:14, metric 11
> to 10.0.4.9 via fe-0/0/1.0
to 10.0.4.1 via fe-0/0/2.0

The default route is present in area 1, and the two viable next hops listed indicate that both
r3 and r4 are sourcing a default route into the stub area. So far, things are looking pretty
good for the operation of the test bed’s IGP!

Discovering and Verifying IGP Redistribution

Having confirmed the overall operation of the OSPF protocol for rl through r4, you next
examine the OSPF configuration at r5:
[edit]
Tab@r5# show protocols ospf
area 0.0.0.0 {
interface at-0/2/1.0;
interface so-0/1/0.0;
}
area 0.0.0.2 {
nssa;
interface fe-0/0/0.0;
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interface fe-0/0/1.0;

The output indicates that r5 is an ABR interconnecting area 2 and the backbone. You also
note that, like r3, r5 considers area 2 to be a NSSA. The lack of the default metric keyword
indicates that r5 will not generate a default route into area 2. With the same finding made at
r3 and r4, you conclude that the NSSA will not have an OSPF derived default route. You
quickly confirm your suspicions regarding the absence of a default route in area 2 using the
following command on r6:

[edit]
Tab@r6# run show route | match 0.0.0.0/0

[edit]
Tabe@ro6#

Considering that nothing you have uncovered so far can be considered “broken,” you simply
note the lack of a default route in the NSSA, and you move on with your discovery task.

Why Is There No Default Route in the NSSA?

You may find it odd that none of area 2's ABRs are configured to generate a default route into
the NSSA. Because network summaries are permitted in the NSSA, and because there are no
OSPF AS-externals (LSA Type 5s) being generated in areas 0 or 1, the lack of a default route in
the NSSA may not represent a problem. If all external routing information associated with
areas 0 and 1is carried in BGP, for example, the routers in area 2 should not have trouble reaching
external destinations.

You expect to find four OSPF adjacencies in place at r5. The output from r5 quickly confirms
your expectations on this front:

[edit]
Tab@r5# run show ospf neighbor

Address Interface State D Pri Dead
10.0.2.2 at-0/2/1.0 Full 10.0.3.3 128 32
10.0.2.10 s0-0/1/0.0 Full 10.0.3.4 128 38
10.0.8.5 fe-0/0/0.0 Full 10.0.9.6 128 39
10.0.8.10 fe-0/0/1.0 Full 10.0.9.7 128 37

With r5’s IGP configuration analyzed, you move on to r7 to inspect its IGP configuration:
[edit]
Tab@r7# show interfaces
fe-0/3/0 {

unit 0 {
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family inet
address

}

family iso;

}
fe-0/3/1 {
unit 0 {
family inet
address

}
fe-0/3/2 {
unit 0 {
family inet
address

}
fe-0/3/3 {
unit 0 {
family inet
address

}
fxp0 {
unit 0 {
family inet
address

}
To0 {
unit 0 {
family inet
address
}
family iso {

address

Chapter 1 = Network Discovery and Verification

{
10.0.8.14/30;

{
10.0.8.10/30;

{
172.16.0.1/30;

{
10.0.2.17/30;

{
10.0.1.7/24;

{
10.0.9.7/32;

49.0002.7777.7777.7777.00;
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}
[edit]
Tab@r7# show protocols
bgp {
group int {
type internal;
local-address 10.0.9.7;
export nhs;
neighbor 10.0.6.1;
neighbor 10.0.6.2;
neighbor 10.0.3.3;
neighbor 10.0.3.4;
neighbor 10.0.3.5;
neighbor 10.0.9.6;
}
group cl {
type external;
export ebgp-out;
neighbor 172.16.0.2 {
peer-as 65010;

}
isis {
export ospf-isis;
Tevel 2 disable;
level 1 external-preference 149;
interface fe-0/3/0.0;
interface 100.0;

1
ospf {
export isis-ospf;

area 0.0.0.2 {

nssa,;

interface fe/0/3/1.0;
interface fe-0/3/0.0 {

passive;

1
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interface fe-0/3/3.0;

1
1

Once again, the IGP related portions of the router’s configuration are called out with highlights.
Though not shown here, the configuration of r6 is virtually identical to that shown for r7. The
presence of both OSPF and IS-IS stanzas tells you that r7 is most likely acting as a redistribution
source for the 192.168.0/22 routes associated with the data center. You also note the following:

= r7isconfigured to operate as a Level 1 IS-IS router on its fe-0/3/0 interface, which implies
that the DC router is running IS-IS Level 1.

»  The global preference for IS-IS Level 1 external routes has been modified to ensure that the
IS-IS routes are preferred over their OSPF equivalents when they are redistributed into
OSPF as NSSA externals, which have a default preference of 150.

= r7 has been set to run a passive OSPF instance on its fe-0/3/0 interface; this will result in
advertisement of the 10.0.8.12/30 subnet as an OSPF internal route while also guarding
against unwanted OSPF adjacencies to the DC router.

=  Export policy is in place for both the OSPF and IS-IS IGPs.

You start by quickly accessing the state of IGP adjacencies at r6 or r7; based on the config-
uration displayed, you expect a total of three adjacencies, two of which should be OSPF and
one that is IS-IS Level 1:

[edit]
Tab@r6# run show ospf neighbor

Address Interface State ID Pri Dead
10.0.8.6 fe-0/1/0.0 Full 10.0.3.5 128 36
10.0.2.14 fe-0/1/1.0 Full 10.0.3.3 128 32

The display confirms the expected number of OSPF adjacencies at r6. You next confirm its
IS-IS adjacency status:

[edit]

Tab@r6# run show isis adjacency

Interface System L State Hold (secs) SNPA

fe-0/1/2.0 dc 1 Up 7 0:a0:c9:69:c5:27

Excellent! All expected IGP adjacencies are established at r6. You now display the ospf-isis
export policy to get a handle on what routes should be redistributed from OSPF to the DC
router:

[edit]
Tab@r6# show policy-options policy-statement ospf-isis
term 1 {
from {
protocol ospf;
route-filter 0.0.0.0/0 exact;
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then accept;

The ospf-1isis export policy is designed to redistribute a default route from OSPF into IS-IS.
Most likely, this default route is intended to provide the data center router with reachability
to internal and external prefixes, as it is assumed that a DC router will not be running BGP. But
wait—a previous test confirmed that there was no default route in area 2! You quickly re-verify
that no OSPF-based default route exists at r6:

[edit]
Tab@r6# run show route protocol ospf | match 0.0.0.0

No default route, OSPF or otherwise. This makes the ospf-7sis policy more than a bit
moot, and this may represent an operational problem. A quick telnet hop to the DC router
confirms the magnitude of the situation:

Tab@dc> show route protocol isis

inet.0: 16 destinations, 16 routes (16 active, 0 holddown, 0 hidden)

+ = Active Route, - = Last Active, * = Both

10.0.9.6/32 *[IS-1S/15] 02:00:35, metric 10
> to 10.0.8.2 via fe-0/0/0.0

10.0.9.7/32 *[IS-1IS/15] 00:49:24, metric 10

> to 10.0.8.14 via fe-0/0/1.0

is0.0: 1 destinations, 1 routes (1 active, 0 holddown, O hidden)

The output confirms that the only IS-IS routes being advertised to the data center router from
ré and r7 are the prefixes associated with their loopback addresses. Further testing confirms
serious reachability problems at the data center when a traceroute to r5 fails:

Tab@dc> traceroute 10.0.3.5
traceroute to 10.0.3.5 (10.0.3.5), 30 hops max, 40 byte packets
traceroute: sendto: No route to host
1 traceroute: wrote 10.0.3.5 40 chars, ret=-1
~C

In light of the ospf-1isis policies in place on r6 and r7, and the fact that reachability prob-
lems have been confirmed in the data center, it now seems that NSSA area 2 is “broken” by
virtue of there being no OSPF-based default route available for redistribution into the data
center. Before making any changes to the baseline network, you should document your findings
and bring them to the attention of the proctor. In this example, the proctor confirms the need
for a default route in area 2 and authorizes the necessary changes on the ABRs that serve the
NSSA. The following command is entered on r3, r4, and r5, which configures them to generate
a default route into area 2:

[edit protocols ospf]
lab@r3# set area 2 nssa default-l1sa default-metric 10
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There is no need to specify an LSA Type 7 for the default route in this case, as summary LSAs
are permitted in the NSSA. After the change is committed on r3, the results are confirmed at ré:

[edit]
Tab@r6# run show route protocol ospf | match 0.0.0.0/0
0.0.0.0/0 *[0SPF/150] 00:00:23, metric 11, tag O

Great, the default route is now present and active as an OSPF route. Before proceeding, you
should verify that all three of the NSSA’s ABRs are now configured to source a default route
into area 2. When correctly configured, both ré and r7 will display two viable next hops for the
OSPF default route. The data center router should now be receiving the default route from both
ré and r7. After telnetting to the data center router, the presence of a default route pointing
to r6 and r7 as the next hops is confirmed, as is the data center router’s ability to reach various
10.0/16 destinations:

Tab@dc> show route

inet.0: 17 destinations, 17 routes (17 active, 0 holddown, 0 hidden)
+ = Active Route, - = Last Active, * = Both

0.0.0.0/0 *[IS-IS/160] 00:00:05, metric 21
to 10.0.8.2 via fe-0/0/0.0
> to 10.0.8.14 via fe-0/0/1.0
The default route correctly lists both r6 and r7 as viable next hops; this proves that the
ospf-isis export policy is now functional on both ré and r7. With the default route present,
traceroutes originated at the data center now succeed:
Tab@dc> traceroute 10.0.3.3
traceroute to 10.0.3.3 (10.0.3.3), 30 hops max, 40 byte packets
1 10.0.8.14 (10.0.8.14) 0.377 ms_0.221 ms 0.155 ms
2 10.0.8.9 (10.0.8.9) 0.435ms 0.391 ms 0.388 ms
3 10.0.3.3 (10.0.3.3) 0.815ms 1.120 ms 1.071 ms

Tab@dc> traceroute 10.0.6.2

traceroute to 10.0.6.2 (10.0.6.2), 30 hops max, 40 byte packets
1 10.0.8.14 (10.0.8.14) 0.263 ms 0.185 ms 0.155 ms

2 10.0.2.18 (10.0.2.18) 0.435 ms 0.374 ms 0.388 ms

3 10.0.6.2 (10.0.6.2) 0.288 ms 0.285 ms 0.262 ms

Both of the traceroutes complete normally, but the reliance on a default route with two
equal-cost next hops has resulted in a less than optimal forwarding path to some destinations,
because the data center router has installed r7 as the default route’s current next hop as this
is being written. This situation can be considered normal, so for now you simply note the issue
and move on with your network discovery actions.
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With OSPF to IS-IS redistribution now confirmed, you examine the 7s7s-ospf policy to
determine the redistribution behavior expected in the IS-IS to OSPF direction:

[edit]
Tab@r7# show policy-options policy-statement isis-ospf
term 1 {
from {
protocol 1isis;
route-filter 192.168.0.0/22 Tonger;
}

then accept;

The 7sis-ospf policy seems pretty straightforward. Routes learned from IS-IS matching the
192.168.0/22 Tonger route filter declaration should be redistributed into area 2 using an
LSA Type 7 in accordance with the area’s NSSA settings.

You begin verification of the IS-IS to OSPF redistribution aspects of the baseline network
by confirming that both r6 and r7 have installed the IS-IS versions of the 192.168.0/22 data
center routes as active. Recall that the configuration in r6 and r7 has adjusted the default
preference of IS-IS Level 1 externals from 160 to 149, to ensure that they will be preferred to
the versions being redistributed into OSPF by the other router:

[edit]
Tab@r7# run show route 192.168.0/22

inet.0: 125015 destinations, 125029 routes (125015 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

192.168.0.0/24 *[IS-IS/149] 00:26:16, metric 10
> to 10.0.8.13 via fe-0/3/0.0
[OSPF/150] 00:25:52, metric 10, tag O
> to 10.0.8.9 via fe-0/3/1.0
[BGP/170] 00:25:53, MED 10, localpref 100, from 10.0.9.6

AS path: I
> to 10.0.8.9 via fe-0/3/1.0
192.168.0.1/32 *[IS-1IS/15] 00:26:16, metric 10

> to 10.0.8.13 via fe-0/3/0.0

[OSPF/150] 00:25:52, metric 10, tag O

> to 10.0.8.9 via fe-0/3/1.0

[BGP/170] 00:25:53, MED 10, localpref 100, from 10.0.9.6
AS path: I

> to 10.0.8.9 via fe-0/3/1.0
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192.168.1.0/24 *[IS-I1S/149] 00:26:16, metric 20
> to 10.0.8.13 via fe-0/3/0.0
[OSPF/150] 00:25:52, metric 20, tag O
> to 10.0.8.9 via fe-0/3/1.0
[BGP/170] 00:25:52, MED 20, localpref 100, from 10.0.9.6
AS path: I
> to 10.0.8.9 via fe-0/3/1.0
192.168.2.0/24 *[IS-1S/149] 00:26:16, metric 20
> to 10.0.8.13 via fe-0/3/0.0
[OSPF/150] 00:25:52, metric 20, tag O
> to 10.0.8.9 via fe-0/3/1.0
[BGP/170] 00:25:52, MED 20, localpref 100, from 10.0.9.6
AS path: I
> to 10.0.8.9 via fe-0/3/1.0
192.168.3.0/24 *[IS-1IS/149] 00:26:16, metric 20
> to 10.0.8.13 via fe-0/3/0.0
[OSPF/150] 00:25:52, metric 20, tag O
> to 10.0.8.9 via fe-0/3/1.0
[BGP/170] 00:25:52, MED 20, localpref 100, from 10.0.9.6
AS path: I
> to 10.0.8.9 via fe-0/3/1.0
The output confirms that r7 has selected the IS-IS versions of the 192.168.0/22 routes as
active. You can also determine from this display that r6 has redistributed the 192.168.0/22
routes into both OSPF and IBGP. These points help to confirm the correct operation of ré’s
redistribution policies. Though not shown, the same command is issued on r6 to confirm that
it displays a similar view of the 192.168.0/22 routes. The presence of the data center routes are
next confirmed in the backbone area with the following command entered on r3:

1ab@r3# run show route 192.168.1/24

inet.0: 118083 destinations, 118105 routes (118083 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

192.168.1.0/24 *[0SPF/150] 00:12:59, metric 20, tag O
> to 10.0.2.13 via fe-0/0/3.0
[BGP/170] 00:12:59, MED 20, localpref 100, from 10.0.9.6
AS path: I
> to 10.0.2.13 via fe-0/0/3.0
[BGP/170] 00:12:59, MED 20, localpref 100, from 10.0.9.7
AS path: I
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> via at-0/1/0.0
via so-0/2/0.100

Good, the routes are present in the OSPF backbone as both OSPF and BGP routes; the
presence of two BGP next hops for the DC routes further confirms that both ré and r7 are redis-
tributing the 192.168.0/22 routes into BGP. Before considering your OSPF discovery exercise
complete, you should take a few moments to trace routes to various internal destinations to
verify there are no forwarding oddities at play in the baseline network. For example, the layout
of area 2 results in packets taking an extra hop when r3 or r4 forwards packets to the loopback
address of r7 or r6, respectively. This behavior is to be expected, because in this topology
r4 learns r6’s loopback address from a router LSA in area 2 (as flooded by r7) and from a
network summary flooded into the backbone area by r5. Because an OSPF router always
prefers internal (intra area) routes over a network summary, r4 forwards through r7 to reach
the loopback address of r6. The same behavior is observed when r3 forwards to r7’s loopback
address, as shown here:

Tab@r3# run traceroute 10.0.9.7

traceroute to 10.0.9.7 (10.0.9.7), 30 hops max, 40 byte packets
1 10.0.2.13 (10.0.2.13) 0.776 ms 0.556 ms 0.426 ms

2 10.0.8.6 (10.0.8.6) 0.700 ms 9.111 ms 0.648 ms

3 10.0.9.7 (10.0.9.7) 0.577 ms 0.553 ms 0.514 ms

This situation can be considered par for the course, or could be corrected with an additional
link between r6 and r7, with a static route, or with a redefinition of the OSPF area boundaries.
In this case, you are informed that the baseline network is “operating as designed” so no
corrective actions are taken at this time. With the completion of your traceroute testing, your
operational analysis of area 2 is complete!

Summary of IGP Discovery

Your discovery activities have resulted in the determination that the baseline network consists
of a multi-area OSPF IGP with mutual route redistribution occurring between the network
core and data center locations. In this example, you were provided with an IGP that was largely
functional and, for the most part, properly configured. The notable exception would be the missing
OSPF default route in area 2 that led to connectivity problems for the data center.

Your findings have confirmed that all OSPF (and IS-IS) adjacencies are in place and that,
with a few exceptions, optimal forwarding paths are in place. The exceptions you have noted
include the data center router, which uses a 0/0 default route with two viable next hops to reach
various destinations, and the extra hops incurred by r3 and r4 due to the specific layout of
area 2.

Documenting your discovery findings is a good idea. Being able to refresh your memory
with an accurate picture of the network that you have inherited may prevent mistakes in subse-
quent configuration tasks. Figure 1.3 provides an example of the key points that you have
discovered in your JNCIE test bed so far.
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FIGURE 1.3 Summary of IGP discovery findings
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Notes:

Loopback addresses have not been assigned to specific areas (lo0 address advertised in Router LSA in all areas).
Passive OSPF interfaces on P1 and data center segments.
No authentication or route summarization in effect; summaries (LSA type 3) allowed in all areas.

Redistribution of OSPF default route to data center from both r6 and r7 was broken. Fixed with default-metric
command on r3, r4, and r5.

Data center router running IS-IS, Level 1. r6 and r7 compatibly configured and adjacent.
Redistribution of 192.168.0/24 through 192.168.3/24 into OSPF from IS-IS by both r6 and r7.

Adjustment to 1S-IS level 1 external preference to ensure r6 and r7 always prefer I1S-IS Level 1 externals over
OSPF externals.

All adjacencies up and full reachability confirmed.

Sub-optimal routing detected at the data center router for some locations, and when r3 and r4 forward to
some Area 2 addresses. This is the result of random nexthop choice for its default route and Area 2 topology
specifics. Considered to be working as designed; no action taken.

Task 3: IBGP Discovery and Verification

With your network’s IGPs and route redistribution confirmed as operational, it is time to take
things up a notch by analyzing the network’s IBGP configuration and operation. Once again,
you begin your analysis on a backbone router:

[edit]
Tab@r5# show protocols bgp
group int {

type internal;
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[edit]

local-address

10.0.3.5;

neighbor

10.0.6.1;

neighbor

10.0.6.2;

neighbor

10.0.3.3;

neighbor

10.0.3.4;

neighbor

10.0.9.6;

neighbor

10.0.9.7;

Tab@r5# show
static {
route 10.0.200.0/24 {

}

next-hop 10.0.1.102;

routing-options

no-readvertise;

autonomous-system 65412;

Task 3: IBGP Discovery and Verification 21

Well, there certainly appears to be nothing fancy going on here! You now know that your
test bed is (once again) using Autonomous System Number (ASN) 65412. Further, the IBGP
configuration at r5 indicates that you have been provided with a full mesh of IBGP sessions
using lo0-based peering. A quick glance at the status of r5’s IBGP sessions confirms that all six
of its IBGP sessions have been correctly established:

[edit]

Tab@r5# run show bgp summary

Groups: 1 Peers: 6 Down peers: 0

Table
inet.0
Peer

10.0.
10.0.
10.0.
10.0.
10.0.

10.0.9.

O O O W w
AN R AW

7

0

Tot Paths Act Paths Suppressed
125100 125088
AS InPkt OutPkt OutQ Flaps
65412 24421 166 0 0
65412 168 168 0 0
65412 165 167 0 0
65412 164 166 0 0
65412 167 166 0 0
65412 167 167 0 0

1

N e e

History Damp State Pending
0 0 0
Last Up/Dwn State|#Active/Received/Damped. ..

:21:54 125085/125085/0 0/0/0
:22:46 1/1/0 0/0/0
:22:02 1/1/0 0/0/0
:21:58 0/1/0 0/0/0
:21:52 1/6/0 0/0/0
:22:04 0/6/0 0/0/0

1

Seeing that all of r5’s loopback-based IBGP sessions are in the established state provides an
additional check of your network’s IGP, as the IGP is needed to route between the loopback
addresses of the routers in the test bed. You also note that r5 has received at least one route from
each IBGP peer, and that it has received a whole bunch of routes from r3; you note that r3 in
turn EBGP peers with a transit provider T1, so these findings make a fair bit of sense. Your
attention now shifts to the analysis of r7’s configuration. You note that the presence of an
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EBGP peer in the form of C1 will make r7’s configuration differ from that observed at r5:

[edit]

Tab@r7# show protocols bgp

group int {
type internal;
Tocal-address 10.0.9.7;
export nhs;
neighbor 10.0.6.1;
neighbor 10.0.6.2;
neighbor 10.0.3.3;
neighbor 10.0.3.4;
neighbor 10.0.3.5;
neighbor 10.0.9.6;

}

group cl {
type external;
export ebgp-out;
neighbor 172.16.0.2 {

peer-as 65010;

The IBGP configuration of r7 is similar to that shown for r5, with the exception of the
highlighted nhs export policy statement and the presence of EBGP-related configuration for
the C1 peering session. The nhs export policy is displayed on r7:

[edit]
Tab@r7# show policy-options policy-statement nhs
term 1 {
from {
protocol bgp;
neighbor 172.16.0.2;
}
then {
next-hop self;

}
term 2 {
from {
route-filter 192.168.0.0/22 Tonger;

}

then accept;
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The first term in the nhs policy resets the BGP next hop for routes learned from C1 to
r7’s RID. This eliminates the need to carry the various 172.16.0/30 EBGP link addresses in
your IGP. The second term in the nhs policy results in the data center routes being redis-
tributed into IBGP, presumably so that they can in turn be re-advertised to your network’s
EBGP peers by the other routers in the test bed. Note that rl and r2 do not receive the data
center routes via OSPF external LSAs due to a stub area’s inability to carry external routing
information.

The IBGP configuration on the remaining routers is similar to that shown for r7, with the
following exceptions noted.

The advertise-inactive option has been set on r3 and r4 as highlighted:

[edit]

Tab@r4# show protocols bgp

advertise-inactive;

group int {
type internal;
local-address 10.0.3.4;
export nhs;
neighbor 10.0.6.1;
neighbor 10.0.6.2;
neighbor 10.0.3.3;
neighbor 10.0.3.5;
neighbor 10.0.9.6;
neighbor 10.0.9.7;

}
group cl {
type external;
export ebgp-out;
neighbor 172.16.0.6 {
peer-as 65010;

}

The presence of active OSPF routes for the data center on r3 and r4 will prevent their
advertisement into EBGP without the use of some type of OSPF-to-BGP export policy. The
advertise-inactive option on r3 and r4 alleviates this problem in the most expedient way
possible with no policy modifications needed. The advertise-inactive option is not needed
on rl and r2 because they do not receive the OSPF advertisements for the DC’s routes, thus
making the IBGP versions of these routes active and therefore eligible for export using the default
BGP policy.

The lack of a next hop self-policy on rl and r2 is noted, but is not considered an issue at
this time. Resetting the EBGP next hop is not needed on these routers because the 10.0.5/24
peering subnet is being advertised into OSPF due to the passive IGP setting on their fe-0/0/0
interfaces. Having the 10.0.5/24 subnet carried in OSPF makes P1’s 10.0.5.254 EBGP next hop
reachable by all routers in your AS.
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As a final check on your network’s IBGP operation, you verify that the data center’s routes
are present in both rl and r2, and that each router displays two viable BGP next hops, as this
will confirm that rland r2 are correctly receiving the 192.168.0/22 routes from both r6 and r7:
[edit]

Tlab@r2# run show route 192.168.2/24

inet.0: 118098 destinations, 118113 routes (118098 active, 0 holddown, 0 hidden)
+ = Active Route, - = Last Active, * = Both

192.168.2.0/24 *[BGP/170] 01:27:12, MED 20, localpref 100, from 10.0.9.6
AS path: I
> to 10.0.4.1 via fe-0/0/2.0
[BGP/170] 01:27:12, MED 20, localpref 100, from 10.0.9.7
AS path: I
> to 10.0.4.9 via fe-0/0/1.0
Before moving into the EBGP and policy verification task, you should review each router’s
IBGP export policy, and you should quickly confirm that all IBGP session are established on
all routers. You can assume that in this example all IBGP sessions are established and that no
IBGP-related operational problems were detected.

Task 4: EBGP and Routing Policy
Discovery

Having verified that your network’s overall IGP and IBGP operation are sound, it is time to
move on to your final network discovery task—namely the discovery and verification of your
test bed’s EBGP topology and its related routing policy.

P1 Peering

You begin the EBGP and policy discovery process on r1 by verifying its EBGP session status to P1:
[edit]
Tab@rl# run show bgp neighbor 10.0.5.254
Peer: 10.0.5.254+179 AS 65050 Local: 10.0.5.1+1544 AS 65412
Type: External State: Established Flags: <>
Last State: OpenConfirm Last Event: RecvKeepAlive
Last Error: None
Export: [ ebgp-out ]
Options: <Preference HoldTime PeerAS Refresh>

Copyright ©2003 SYBEX Inc., 1151 Marina Village Parkway, Alameda, CA 94501.  www.sybex.com


http://www.sybex.com

Task 4: EBGP and Routing Policy Discovery 25

Holdtime: 90 Preference: 170
Number of flaps: 0
Peer ID: 120.120.0.1 Local ID: 10.0.6.1 Active Holdtime: 90
Keepalive Interval: 30
Local Interface: fe-0/0/0.0
NLRI advertised by peer: inet-unicast
NLRI for this session: inet-unicast
Peer supports Refresh capability (2)
Table inet.0 Bit: 10000
RIB State: BGP restart is complete
Send state: in sync
Active prefixes: 1
Received prefixes: 1
Suppressed due to damping: O
Last traffic (seconds): Received 23  Sent 2 Checked 2
Input messages: Total 884 Updates 16 Refreshes 0 Octets 17434
Output messages: Total 894 Updates 23 Refreshes 0 Octets 17960
Output Queue[0]: O
The output confirms that the EBGP session to P1 is in the established state, and that one
prefix has been received and installed as an active route over this session. The EBGP sessions’
established state is an auspicious beginning, so you decide to analyze the EBGP configuration
stanza on rl:
Tab@rl# show protocols bgp
group int {
type internal;
local-address 10.0.6.1;
neighbor 10.0.6.2;
neighbor 10.0.3.3;
neighbor 10.0.3.4;
neighbor 10.0.3.5;
neighbor 10.0.9.6;
neighbor 10.0.9.7;
}
roup pl
type external;
export ebgp-out;
neighbor 10.0.5.254 {

peer-as 65050;

1
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The highlighted EBGP portion of the configuration reveals a rather vanilla setup. There is
no EBGP import policy in place, and a single export policy called, conveniently enough, ebgp-out
has been applied. You display the ebgp-out policy to determine the expected EBGP advertisement
behavior from r1 to P1:

[edit]
Tab@rl# show policy-options policy-statement ebgp-out
term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;
}
then accept;
}
term 2 {
from community transit;
then reject;
}
[edit]
Tab@rl# show routing-options aggregate
route 10.0.0.0/16;

[edit]
Tab@rl# show policy-options community transit
members 65412:420;

The first term in the policy results in the advertisement of a locally defined aggregate route
encompassing the addressing space of your AS; the aggregate route is also confirmed as present
and active on rl (not shown). The second term in the ebgp-out policy serves to block the
advertisement of routes with the transit community attached. With the default policy left in
place for all remaining BGP routes, you expect to see rl advertise all remaining (and active)
BGP routes to the P1 router. Assuming for the moment that the routes learned from transit peer
T1 are being tagged with the transit community, you expect to see your AS’s 10.0/16 aggregate,
the data center routes, and both sets of customer routes being sent to P1.

A series of commands are now issued at rl to confirm the advertisement of the expected
routes to P1. These commands also serve to provide an ongoing check of the overall operations
of your test bed, as the lack of advertisement for a given set of EBGP routes may constitute cause
for further investigation:

Tab@rl> show route advertising-protocol bgp 10.0.5.254 10.0/16
inet.0: 118092 destinations, 118107 routes (118092 active, 0 holddown, 0O hidden)

Prefix Nexthop MED Lclpref AS path
* 10.0.0.0/16 Self I
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The aggregate for your AS is correctly being advertised to P1. This should allow P1 to
respond to pings and traceroutes issued from within your AS.

)/ The presence of a locally defined 10.0/16 aggregate is not causing reachability
@TE problems on r1 and r2 due to the presence of network summary (LSA Type 3)
in their stub area. If network summaries were blocked by the area’s ABRs, this
aggregate definition would result in a black hole for internal destinations
outside of area 1. This situation was documented, and solved, in the JNCIP
Study Guide (Sybex, 2003).

The next command confirms that the data center routes are being advertised to P1:
Tab@rl> show route advertising-protocol bgp 10.0.5.254 192.168.0/22

inet.0: 118092 destinations, 118107 routes (118092 active, 0 holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
* 192.168.0.0/24 Self I
* 192.168.0.1/32 Self I
* 192.168.1.0/24 Self I
* 192.168.2.0/24 Self I
* 192.168.3.0/24 Self I

The next set of commands confirms that both sets of customer routes are being sent
to P1:

Tab@rl> show route advertising-protocol bgp 10.0.5.254 200.200/16

inet.0: 118093 destinations, 118108 routes (118093 active, 0 holddown, 0 hidden)
Prefix Nexthop MED Lclpref AS path
* 200.200.0.0/16 Self 65010 I

Tab@rl> show route advertising-protocol bgp 10.0.5.254 220.220/16

inet.0: 118094 destinations, 118109 routes (118094 active, 0 holddown, 0 hidden)
Prefix Nexthop MED Lclpref AS path
* 220.220.0.0/16 Self 65020 I
The output (or lack thereof) from the last command in this series confirms that the 130.130/16
routes, as received from EBGP peer T1, are not being sent to the P1 router in accordance with
the ebgp-out export policy’s rejection of routes with the transit community:
Tab@rl> show route advertising-protocol bgp 10.0.5.254 130.130/16
The results shown here indicate that all is well with the r1-P1 EBGP peering session and its
related routing policy. Although not shown here, the same verification steps are also performed
on r2 and similar results are obtained. These findings confirm that EBGP peering to the P1
router is operational.
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T1 Peering

You next analyze the EBGP peering session to the T1 router using an approach similar to that
demonstrated for the P1 peering session. Once again, you begin by verifying the EBGP session
status to T1:

[edit]

Tab@r3# run show bgp summary

Groups: 2 Peers: 7 Down peers: 0

Table Tot Paths Act Paths Suppressed History Damp State Pending
inet.0 125079 125067 0 0 0 0
Peer AS InPkt OutPkt OutQ Flaps Last Up/Dwn State|#Active/Received/Damped...
172.16.0.14 65222 23868 24684 0 0 1:35:16 125064/125064/0 0/0/0
10.0.3.4 65412 214 24730 O 0 1:46:51 1/1/0 0/0/0
10.0.3.5 65412 215 24748 0 0 1:46:49 0/0/0 0/0/0
10.0.6.1 65412 215 24765 0 0 1:46:59 1/1/0 0/0/0
10.0.6.2 65412 215 24765 0 0 1:46:55 0/1/0 0/0/0
10.0.9.6 65412 218 24765 0 0 1:46:54 1/6/0 0/0/0
10.0.9.7 65412 217 24765 0 0 1:46:58 0/6/0 0/0/0

The highlighted entry confirms that the EBGP session between r3 and P1 has been correctly
established, and that some 125,000 routes have been received over this peering session.

)/ As was the case with the JNCIP examination, making “simple” mistakes when
@TE you are dealing with a full BGP routing table can have a significant impact
on your network’s health and general state of well-being. Extra care should be
taken when BGP-related redistribution policies are placed into service with this
many routes floating about!

Displaying the EBGP-related configuration on r3 reveals the following settings:
[edit]
Tab@r3# show protocols bgp
advertise-inactive;
group int {
type internal;
Jocal-address 10.0.3.3;
export nhs;
neighbor 10.0.6.1;
neighbor 10.0.6.2;
neighbor 10.0.3.4;
neighbor 10.0.3.5;
neighbor 10.0.9.6;
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neighbor 10.0.9.7;
}

roup ext
import ebgp-in;
export ebgp-out;
neighbor 172.16.0.14 {

peer-as 65222;

1
1

The highlighted entries represent another rather basic EBGP peering configuration. Worth
noting is the use of advertise-inactive to allow the export of the data center routes despite
the fact that the routes are active as OSPF routes. Using this option avoids the need for some
type of OSPF-to-EBGP export policy for the data center’s routes. You also note the presence of
group-level import and export policy, the contents of which are displayed next:

[edit]
Tab@r3# show policy-options policy-statement ebgp-in
term 1 {
from {
protocol bgp;
neighbor 172.16.0.14;
}
then {
community add transit;
}
}
[edit]

Tab@r3# show policy-options community transit
members 65412:420;

[edit]
Tab@r3# show policy-options policy-statement ebgp-out
term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;
}

then accept;

The ebgp-1n policy functions to tag routes received from the T1 peer with the transit com-
munity. Recall that rl and r2 are filtering routes with this community when sending EBGP
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updates to the P1 router. The ebgp-out policy causes the advertisement of a locally defined
aggregate route representing your AS’s addressing space. Based on these findings, you can conclude
that all active BGP routes will be sent from r3 to T1, as well as a locally defined 10.0/16 aggregate
route. Further, the presence of advertise-inactive will result in the advertisement of the best
BGP routes that are currently not active due to protocol preference, which means that in this
case, the 192.168.0/22 data center routes should also be advertised to the T1 router.

As with the P1 peering, you now issue a series of show route advertising-protocol bgp
commands to confirm if r3’s EBGP route advertisements to T1 match your predictions:

Tab@r3> show route advertising-protocol bgp 172.16.0.14 10.0/16

inet.0: 118054 destinations, 118076 routes (118054 active, 0 holddown, O hidden)
Prefix Nexthop MED Lclpref AS path

* 10.0.0.0/16 Self I

Tab@r3> show route advertising-protocol bgp 172.16.0.14 120.120/16

inet.0: 125150 destinations, 125164 routes (125150 active, 0 holddown, O hidden)
Prefix Nexthop MED Lclpref AS path

* 120.120.0.0/16 Self 65050 I 65050 I

Tab@r3> show route advertising-protocol bgp 172.16.0.14 192.168.0/22

inet.0: 118054 destinations, 118076 routes (118054 active, 0 holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
192.168.0.0/24 Self I
192.168.0.1/32 Self I
192.168.1.0/24 Self I
192.168.2.0/24 Self I
192.168.3.0/24 Self I

The output from the commands confirm all your predictions regarding the EBGP advertise-
ment behavior at the r3-T1 EBGP peering. Note that the 192.168.0/22 data center routes are
being advertised despite the lack of active route indication (there is no * next to them). Though
not shown, you may assume that the 200.200/16 and 220.220/16 routes, owned by C1 and
C2 respectively, have also been confirmed in r3’s EBGP advertisements to the T1 peer. These
results indicate that the r3-T1 EBGP peering session is working as expected.

Customer Peering

The next check of your network’s EBGP and routing policy operation involves the discovery and
verification of the EBGP peering to customer sites. In this example, the EBGP configuration
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and routing policy configurations for both customer sites are virtually identical, so discovery and
verification steps will be demonstrated only for the C1 peering points at r4 and r7.

r7 to C1 EBGP Peering

You begin your customer peering analysis and discovery with router r7, with the confirmation
that the r7-C1 peering session is in the established state:

[edit]

Tab@r7# run show bgp summary

Groups: 2 Peers: 6 Down peers: 0

Table Tot Paths Act Paths Suppressed History Damp State Pending
inet.0 118032 118022 0 0 0 0
Peer AS InPkt OutPkt OutQ Flaps Last Up/Dwn State|#Active/Received/Damped. ..
172.16.0.2 65010 51182 26385 O 0 2:19:24 1/1/0 0/0/0
10.0.3.3 65412 26308 278 0 0 2:16:29 118012/118012/0 0/0/0
10.0.3.4 65412 274 277 0 0 2:16:22 0/1/0 0/0/0
10.0.3.5 65412 274 277 0 0 2:16:10 0/0/0 0/0/0
10.0.6.1 65412 275 277 0 0 2:16:23 1/1/0 0/0/0

10.0.6.2 65412 275 277 0 0 2:16:12 0/1/0 0/0/0

With r7’s EBGP session to C1 confirmed as operational, you move on to the inspection of
r7’s EBGP configuration:
[edit]

Tab@r7# show protocols bgp

group int {
type internal;
Jocal-address 10.0.9.7;
export nhs;
neighbor 10.0.6.1;
neighbor 10.0.6.2;
neighbor 10.0.3.3;
neighbor 10.0.3.4;
neighbor 10.0.3.5;

}

roup cl

type external;
export ebgp-out;

neighbor 172.16.0.2 {
peer-as 65010;

1

Copyright ©2003 SYBEX Inc., 1151 Marina Village Parkway, Alameda, CA 94501.  www.sybex.com


http://www.sybex.com

32 Chapter 1 = Network Discovery and Verification

Nothing of note here, except the presence of an ebgp-out export policy, the contents of
which are displayed next:

[edit]
Tab@r7# show policy-options policy-statement ebgp-out
term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;
}
then accept;
}
term 2 {
from {

route-filter 192.168.0.0/22 upto /24;
}

then accept;

The first term in r7’s ebgp-out export policy functions to advertise a local 10.0/16 aggregate
to EBGP peer C1. As with the routers in area 1, the presence of the local aggregate does not
cause operational problems in area 2 due to the presence of network summaries (LSA Type 3s).
The second policy term results in the redistribution of the data center routes from IS-IS into
EBGP. Though not shown in this capture, you should recall that r6 and r7 also redistribute
the same routes into IBGP so that rl and r2 can in turn advertise the DC routes to the
P1 router.

The analysis of r7’s EBGP peering configuration indicates that C1 should be receiving the
10.0/16 aggregate, the 192.168.0/22 data center routes, C2’s routes, T1’s routes, and the routes
learned from the P1 router. The same set of commands demonstrated for the T1 and P1 peering
points are now issued to confirm your analysis. Although not shown here, you can assume that
in this example all expected routes are confirmed as present in r7’s EBGP advertisements to the
C1 router.

r4 to C1 EBGP Peering

You now shift your attention to the C1 peering point at r4. After verifying that the EBGP
session is established (not shown), you move onto the inspection of r4’s EBGP configuration
and routing policy:
[edit]
Tab@r4# show protocols bgp
advertise-inactive;
group int {
type internal;
Tocal-address 10.0.3.4;
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export nhs;
neighbor 10.
neighbor 10.
neighbor 10.
neighbor 10.
neighbor 10.
neighbor 10.

o O O O O ©
© O W w o o
N o v w N R

}

roup cl
type external;
export ebgp-out;
neighbor 172.16.0.6 {

peer-as 65010;

1
1
The highlighted entries in the output relate to the C1 EBGP peering, and are virtually identical
to the settings shown for r3. Once again, the advertise-inactive option is being used to
allow the export of the data center routes via EBGP when the BGP versions of these routes are
not active due to global preference settings. The ebgp-out policy is now displayed:
[edit]
Tab@r4# show policy-options policy-statement ebgp-out
term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;
}

then accept;

Based on the contents of the ebgp-out policy, you conclude that r4 will advertise the same
set of routes to C1 as was described for the r7-C1 peering. You now issue a series of show
route advertising-protocol bgp commands on r4 to confirm the advertisement of the 10.0/
16 aggregate, the data center’s 192.168.0/22 routes, and the routes learned from the T1, P1, and
C2 EBGP peerings:

Tab@r4> show route advertising-protocol bgp 172.16.0.6 10.0/16

inet.0: 125146 destinations, 125160 routes (125146 active, 5 holddown, 0 hidden)
Prefix Nexthop MED Lclpref AS path

* 10.0.0.0/16 Self I

Tab@r4> show route advertising-protocol bgp 172.16.0.6 192.168.0/22

inet.0: 125147 destinations, 125161 routes (125147 active, 5 holddown, O hidden)
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Prefix Nexthop MED Lclpref AS path
192.168.0.0/24 Self I
192.168.0.1/32 Self I
192.168.1.0/24 Self I
192.168.2.0/24 Self I
192.168.3.0/24 Self I

This output confirms that the 10.0/16 aggregate and data center routes are correctly adver-
tised from r4 to C1. The next set of commands verifies the remaining routes, all of which have
been learned from the various EBGP peerings in your baseline network:

Tab@r4> show route advertising-protocol bgp 172.16.0.6 130.130/16

inet.0: 125146 destinations, 125160 routes (125146 active, 5 holddown, O hidden)
Prefix Nexthop MED Lclpref AS path
* 130.130.0.0/16 Self 65222 I

Tab@r4> show route advertising-protocol bgp 172.16.0.6 120.120/16

inet.0: 125146 destinations, 125160 routes (125146 active, 5 holddown, O hidden)
Prefix Nexthop MED Lclpref AS path
* 120.120.0.0/16 Self 65050 I

Tab@r4> show route advertising-protocol bgp 172.16.0.6 220.220/16

inet.0: 125147 destinations, 125161 routes (125147 active, 5 holddown, 0 hidden)
Prefix Nexthop MED Lclpref AS path
* 220.220.0.0/16 Self 65020 I

The results indicate that the r4—C1 EBGP peering and routing policies are fully operational.

Final EBGP and Policy Checks

Before blessing the EBGP and policy operation of the baseline network that you have been lucky
enough to inherit, it is a good idea to check for hidden routes and to confirm reachability and
forwarding paths to all EBGP peers. You really should inspect all routers in the test bed for hidden
routes but, because r5 has no EBGP peerings, any problems with next hop reachability will
most likely manifest themselves at r5. The following command is used to determine hidden route
status at r5:

[edit]

lab@r5# run show route hidden

inet.0: 125144 destinations, 125158 routes (125144 active, 0 holddown, 0 hidden)

[edit]
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The lack of output from r5 indicates that none of the 125,000 or so routes that it has received
are hidden. The absence of hidden routes provides an additional indication that your network’s
EBGP, IBGP, and IGP protocols are functioning correctly. You now issue a series of traceroute
commands from r5 to verify external prefix reachability and to validate the forwarding paths
to external destinations:

Tab@r5> traceroute 120.120.0.1

traceroute to 120.120.0.1 (120.120.0.1), 30 hops max, 40 byte packets
1 10.0.2.10 (10.0.2.10) 0.994 ms 0.765 ms 0.629 ms
2 10.0.4.10 (10.0.4.10) 0.533 ms 0.529 ms 0.491 ms
3 120.120.0.1 (120.120.0.1) 0.641 ms 0.610 ms 0.580 ms

Tab@r5> traceroute 130.130.0.1

traceroute to 130.130.0.1 (130.130.0.1), 30 hops max, 40 byte packets
1 10.0.2.2 (10.0.2.2) 1.295ms 1.029 ms 1.136 ms

2 130.130.0.1 (130.130.0.1) 1.078 ms 1.024 ms 1.171 ms

Tab@r5> traceroute 200.200.0.1

traceroute to 200.200.0.1 (200.200.0.1), 30 hops max, 40 byte packets
1 10.0.2.10 (10.0.2.10) 0.834 ms 0.680 ms 0.603 ms

2 200.200.0.1 (200.200.0.1) 0.532 ms 0.540 ms 0.504 ms

Tab@r5> traceroute 220.220.0.1

traceroute to 220.220.0.1 (220.220.0.1), 30 hops max, 40 byte packets
1 10.0.8.5 (10.0.8.5) 0.724 ms 0.535 ms 0.464 ms

2 220.220.0.1 (220.220.0.1) 0.575 ms 0.586 ms 0.543 ms

The traceroute commands all succeed, which provides confirmation that all EBGP peers
are receiving the 10.0/16 aggregate for your AS. The indication that packets take optimal
forwarding paths to external destinations provides further validation that all aspects of your
baseline network are now operational. Before moving on to the first configuration scenario, it
is advisable that you repeat your traceroutes testing from the data center router, taking care
to source the packets from one of its 192.168.0/22 prefixes, as doing so will validate the oper-
ation of the default route used by the data center router while also confirming that all EBGP
peers are receiving advertisements for the data center’s routes. Although not shown, you can
assume that all traceroute testing from the data center router succeeds in this example.

Summary of EBGP and Policy Discovery

Once again, it is suggested that you take a few moments to document the results of your network
discovery for future reference. After all, trying to lay down advanced services such as MPLS
on top of a network that you are not intimately familiar with is akin to running with scissors,
only more dangerous. Being able to jog your memory with the notes and documentation you
make during a discovery scenario can make all the difference in later configuration tasks. A
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summary of your IBGP, EBGP, and BGP-related routing policy is provided here:

*  Full IBGP mesh between loopback addresses with all IBGP sessions established.
= Next hop self-policies on r3, r4, r6, and r7. Not needed on rl and r2.

*  Data center routes redistributed into IBGP at r6 and r7.

= All EBGP sessions established with no hidden routes.

= All active BGP routes being sent to all peers, with the exception of transit routes, which are
not advertised to the P1 router.

= Local 10.0/16 aggregate advertised to all peers.
»  Data center routes advertised to all peers; using advertise-inactive at r3 and r4.
*  No Martian filtering is in place.
= Connectivity and forwarding paths confirmed to all EBGP peers.
Figure 1.4 details your BGP-related findings in the context of a simplified topology map.

FIGURE 1.4 EBGP and policy discovery example

AS 65222
130.130/16

AS 65020
220.220/16

AS 65050
120.120/16

(192.168.0-3)

Data
Center

AS 65010
200.200/16

Notes:

Full IBGP mesh, all IBGP sessions established. EBGP peering to physical addresses, all EGBP sessions established.

10.0/16 aggregate, and data center routes confirmed to all EBGP peers. Local 10.0/16 aggregate is not black holing due to the presence
of network summaries in all areas.

All active BGP routes sent to all EBGP peers, except T1 routes, which are tagged with a transit community and filtered from P1
atrland r2.

Advertise inactive at r3 and r4. r6 and r7 redistributing data center routes into both IGP and IBGP.
No operational issues detected. Trace routes to EGBP peers are successful and follow optimal paths. No hidden routes detected.
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Complete Configurations for OSPF
Baseline Network

Listings 1.1 through 1.7 provide the complete baseline configurations for all seven routers in the
test bed as they existed at the conclusion of the network discovery and validation techniques
demonstrated in the body of this chapter. You might need to modify the specifics to suit your
hardware environment before loading the configurations into your test bed, but try to maintain
as much similarity as possible. The baseline configuration will serve as the building block for the
advanced topics covered in later chapters.
Listing 1.1: r1 OSPF Baseline Configuration
[edit]
Tab@rl# show | no-more
version 5.6R1.3;
system {
host-name ril;
authentication-order [ radius password ];
ports {
console type vtl1l00;
}
root-authentication {
encrypted-password "$1$RTyGDGYG$ukqr37VGRgtohedS1ruOk/"; # SECRET-DATA
}
radius-server {
10.0.1.201 secret "$9%jvkmT69pRhrz3hrev7Nik."; # SECRET-DATA
}
Togin {
user lab {
uid 2000;
class superuser;
authentication {
encrypted-password "$1$L6ZKKWYI$GXEI/7YzXes2IXDcHIvz7/";
# SECRET-DATA

}

services {
ssh;
telnet;

}
syslog {
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user * {
any emergency;

}

file messages {
any notice;
authorization info;

}

file rl-cli {
interactive-commands any;
archive files 5;

}

interfaces {
fe-0/0/0 {
unit 0 {
family inet {
address 10.0.5.1/24;

}
}
}
fe-0/0/1 {
unit 0 {
family inet {
address 10.0.4.14/30;
}
}
}
fe-0/0/2 {
unit 0 {
family inet {
address 10.0.4.5/30;
}
}
}
fe-0/0/3 {
unit 0 {
family inet {
address 10.0.4.18/30;
}
}
}
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fxp0 {
unit 0 {
family inet {
address 10.0.1.1/24;

}
100 {
unit 0 {
family inet {
address 10.0.6.1/32;

}
routing-options {
static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

}
aggregate {
route 10.0.0.0/16;
}
autonomous-system 65412;
}
protocols {
bgp {
group int {
type internal;
Tlocal-address 10.0.6.1;
neighbor 10.0.6.2;
neighbor 10.0.3.3;
neighbor 10.0.3.4;
neighbor 10.0.3.5;
neighbor 10.0.9.6;
neighbor 10.0.9.7;
}
group pl {
type external;
export ebgp-out;
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neighbor 10.0.5.254 {
peer-as 65050;

}
ospf {
area 0.0.0.1 {
stub;
interface fe-0/0/0.0 {
passive;

}
interface fe-0/0/1.0;
interface fe-0/0/2.0;
interface fe-0/0/3.0;

}
policy-options {
policy-statement ebgp-out {
term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;
}
then accept;
}
term 2 {
from community transit;
then reject;

}

community transit members 65412:420;
}

Listing 1.2: r2 OSPF Baseline Configuration
[edit]
Tab@r2# show | no-more
version 5.6R1.3;
system {
host-name r2;
authentication-order [ radius password ];
ports {
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console type vtl1l00;
}

root-authentication {

encrypted-password "$1$RTyGDGYG$ukqr37VGRgtohedSTruOk/"; # SECRET-DATA

}

radius-server {

10.0.1.201 secret "$9%$jvkmT69pRhrz3hrev7Nik."; # SECRET-DATA

}
Togin {
user lab {
uid 2000;
class superuser;
authentication {

encrypted-password "$1$L6ZKKWYI$GXEI/7YzXes2IXDcHIvz7/";

# SECRET-DATA

}

services {
ssh;
telnet;
}
syslog {
user * {
any emergency;
}
file messages {
any notice;
authorization info;
}
file r2-cli {
interactive-commands any;
archive files 5;

}

interfaces {
fe-0/0/0 {
unit 0 {
family inet {
address 10.0.5.2/24;
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}
fe-0/0/1 {
unit 0 {
family inet {
address 10.0.4.10/30;

}
fe-0/0/2 {
speed 100m;
unit 0 {
family inet {
address 10.0.4.2/30;

}
}
fe-0/0/3 {
unit 0 {
family inet {
address 10.0.4.6/30;
}
}
}
fxp0 {
unit 0 {
family inet {
address 10.0.1.2/24;
}
}
}
To0 {
unit 0 {
family inet {
address 10.0.6.2/32;
}
}
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routing-options {
static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

}
aggregate {
route 10.0.0.0/16;
}
autonomous-system 65412;
}
protocols {
bgp {
group int {
type internal;
local-address 10.0.6.2;
neighbor 10.0.6.1;
neighbor 10.0.3.3;
neighbor 10.0.3.4;
neighbor 10.0.3.5;
neighbor 10.0.9.6;
neighbor 10.0.9.7;
}
group pl {
type external;
export ebgp-out;
neighbor 10.0.5.254 {
peer-as 65050;

}
ospf {
area 0.0.0.1 {
stub;
interface fe-0/0/0.0 {
passive;

}
interface fe-0/0/1.0;
interface fe-0/0/2.0;
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interface fe-0/0/3.0;

}
policy-options {
policy-statement ebgp-out {
term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;

}
then accept;
}
term 2 {
from community transit;
then reject;
}

}

community transit members 65412:420;

}

Listing 1.3: r3 OSPF Baseline Configuration (with Highlighted Corrections)
[edit]
Tab@r3# show | no-more
version 5.6R1.3;
system {
host-name r3;
authentication-order [ radius password ];
ports {
console type vt1l00;
}
root-authentication {
encrypted-password "$1$RTyGDGYGS$ukqr37VGRgtohedST1ruOk/"; # SECRET-DATA
}
radius-server {
10.0.1.201 secret "$9%$jvkmT69pRhrz3hrev7Nik."; # SECRET-DATA
}
Togin {
user lab {
uid 2000;
class superuser;
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authentication {

encrypted-password "$1$L6ZKKWYI$GXEI/7YzXes2IXDcHIvz7/";

# SECRET-DATA

}

services {
ssh;
telnet;
}
syslog {
user * {
any emergency;
}
file messages {
any notice;
authorization info;
}
file r3-cli {
interactive-commands any;
archive files 5;

}

interfaces {
fe-0/0/0 {
unit 0 {
family inet {
address 10.0.4.13/30;

}
fe-0/0/1 {
unit 0 {
family inet {
address 10.0.4.1/30;

}
fe-0/0/2 {
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unit 0 {
family inet {
address 172.16.0.13/30;

}
fe-0/0/3 {
unit 0 {
family inet {
address 10.0.2.14/30;

}
at-0/1/0 {
atm-options {
vpi 0 {
maximum-vcs 64;

}
unit 0 {
point-to-point;
vci 50;
family inet {
address 10.0.2.2/30;

}
so-0/2/0 {
dce;
encapsulation frame-relay;
unit 100 {
dlci 100;
family inet {
address 10.0.2.5/30;

}
fxp0 {
unit 0 {
family inet {
address 10.0.1.3/24;
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}
}
}
100 {
unit 0 {
family inet {
address 10.0.3.3/32;
}
}

}
routing-options {
static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

}
aggregate {
route 10.0.0.0/16;
}
autonomous-system 65412;
}
protocols {
bgp {
advertise-inactive;
group int {
type internal;
local-address 10.0.3.3;
export nhs;
neighbor 10.0.6.
neighbor 10.0.6.
neighbor 10.0.3.
neighbor 10.0.3.
neighbor 10.0.9.
neighbor 10.0.9.

N O v AN

}

group ext {
import ebgp-in;
export ebgp-out;
neighbor 172.16.0.14 {
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peer-as 65222;

}
ospf {
area 0.0.0.1 {
stub default-metric 10;
interface fe-0/0/0.0;
interface fe-0/0/1.0;
}
area 0.0.0.0 {
interface so-0/2/0.100;
interface at-0/1/0.0;

}
area 0.0.0.2 {
nssa {
default-1sa default-metric 10;
}
interface fe-0/0/3.0;
}

}
policy-options {
policy-statement nhs {
term 1 {
from {
protocol bgp;
neighbor 172.16.0.14;
}
then {
next-hop self;

}
policy-statement ebgp-out {

term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;
}

then accept;
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}
policy-statement ebgp-in {
term 1 {
from {
protocol bgp;
neighbor 172.16.0.14;

}
then {

community add transit;
}

}

community transit members 65412:420;

Note that r3, r4, and r5 had their configurations modified (as highlighted) to resolve a problem
with a missing default route in area 2.

Listing 1.4: r4 OSPF Baseline Configuration (with Highlighted Corrections)
[edit]
Tab@r4# show | no-more
version 5.6R1.3;
system {
host-name r4;
authentication-order [ radius password ];
ports {
console type vtl1l00;
}
root-authentication {
encrypted-password "$1$RTyGDGYG$ukqr37VGRgtohedSTruOk/"; # SECRET-DATA
}
radius-server {
10.0.1.201 secret "$9%$jvkmT69pRhrz3hrev7Nik."; # SECRET-DATA
}
Togin {
user lab {
uid 2000;
class superuser;
authentication {
encrypted-password "$1$L6ZKKWYI$GXEI/7YzXes2IXDcHIvz7/";
# SECRET-DATA
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}
services {
ssh;
telnet;
}
syslog {
user * {
any emergency;
}
file messages {
any notice;
authorization info;
}
file r4-cli {
interactive-commands any;
archive files 5;
}
}
}
interfaces {
fe-0/0/0 {
unit 0 {

family inet {
address 172.16.0.5/30;

}
}
}
fe-0/0/1 {
unit 0 {
family inet {
address 10.0.4.9/30;
}
}
}
fe-0/0/2 {
unit 0 {

family inet {
address 10.0.4.17/30;
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}
fe-0/0/3 {
unit 0 {
family inet {
address 10.0.2.18/30;
}
}
}
so-0/1/0 {
encapsulation frame-relay;
unit 100 {
dlci 100;
family inet {
address 10.0.2.6/30;
}
}
}
so-0/1/1 {
encapsulation ppp;
unit 0 {
family inet {
address 10.0.2.10/30;
}
}
}
fxp0 {
unit 0 {
family inet {
address 10.0.1.4/24;
}
}
}
100 {
unit 0 {
family inet {
address 10.0.3.4/32;
}
}

}

routing-options {
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static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

}
aggregate {
route 10.0.0.0/16;
}
autonomous-system 65412;
}
protocols {
bgp {
advertise-inactive;
group int {
type internal;
local-address 10.0.3.4;
export nhs;
neighbor 10.0.6.
neighbor 10.0.6.
neighbor 10.0.3.
neighbor 10.0.3.
neighbor 10.0.9.
neighbor 10.0.9.

N o v w N R

}
group cl {
type external;
export ebgp-out;
neighbor 172.16.0.6 {
peer-as 65010;

}
ospf {
area 0.0.0.1 {
stub default-metric 10;
interface fe-0/0/1.0;
interface fe-0/0/2.0;
}
area 0.0.0.0 {
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interface so0-0/1/0.100;
interface so0-0/1/1.0;

}
area 0.0.0.2 {
nssa {
default-Tsa default-metric 10;
}
interface fe-0/0/3.0;
}

}
policy-options {
policy-statement ebgp-out {
term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;
}

then accept;

}

policy-statement nhs {
term 1 {
from {
protocol bgp;
neighbor 172.16.0.6;

}
then {

next-hop self;
}

Note that r3, r4, and r5 had their configurations modified (as highlighted) to resolve a problem
with a missing default route in area 2.
Listing 1.5: r5 OSPF Baseline Configuration (with Highlighted Corrections)
Tab@r5# show | no-more
version 5.6R1.3;
system {
host-name r5;
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authentication-order [ radius password ];
ports {
console type vt100;
}
root-authentication {
encrypted-password "$1$RTyGDGYG$ukqr37VGRgtohedS1ruOk/"; # SECRET-DATA
}
radius-server {
10.0.1.201 secret "$9%$jvkmT69pRhrz3hrev7Nik."; # SECRET-DATA

}
Togin {
user lab {
uid 2000;
class superuser;
authentication {
encrypted-password "$1$L6ZKKWYI$GXEI/7YzXes2IXDcHIvz7/";
# SECRET-DATA
}
}
}
services ({
ssh;
telnet;
}
syslog {
user * {
any emergency;
}
file messages {
any notice;
authorization info;
}
file r5-cli {
interactive-commands any;
archive files 5;
}
}
}
interfaces {
fe-0/0/0 {
unit 0 {
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family inet {
address 10.0.8.6/30;

}
}
}
fe-0/0/1 {
unit 0 {
family inet {
address 10.0.8.9/30;
}
}
}
so-0/1/0 {
encapsulation ppp;
unit 0 {
family inet {
address 10.0.2.9/30;
}
}
}
at-0/2/1 {
atm-options {
vpi 0 {
maximum-vcs 64;
}
}
unit 0 {
point-to-point;
vci 50;
family inet {
address 10.0.2.1/30;
}
}
}
fxp0 {
unit 0 {
family inet {
address 10.0.1.5/24;
}
}
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100 {
unit 0 {
family inet {
address 10.0.3.5/32;
}
}
}

}
routing-options {
static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

}
autonomous-system 65412;
}
protocols {
bgp {
group int {
type internal;
local-address 10.0.3.5;
neighbor 10.0.6.1;
neighbor 10.0.6.2;
neighbor 10.0.3.3;
neighbor 10.0.3.4;
neighbor 10.0.9.6;
neighbor 10.0.9.7;

}
ospf {
area 0.0.0.0 {
interface at-0/2/1.0;
interface so0-0/1/0.0;
}
area 0.0.0.2 {
nssa {
default-1sa default-metric 10;

}
interface fe-0/0/0.0;

Copyright ©2003 SYBEX Inc., 1151 Marina Village Parkway, Alameda, CA 94501.

www.sybex.com


http://www.sybex.com

Complete Configurations for OSPF Baseline Network 57

interface fe-0/0/1.0;

Note that r3, r4, and r5 had their configurations modified (as highlighted) to resolve a problem
with a missing default route in area 2.

Listing 1.6: ré OSPF Baseline Configuration
[edit]
Tab@r6# show | no-more
version 5.6R1.3;
system {
host-name ro6;
authentication-order [ radius password ];
ports {
console type vtl1l00;
}
root-authentication {
encrypted-password "$1$RTyGDGYG$ukqr37VGRgtohedS1ruOk/"; # SECRET-DATA
}
radius-server {
10.0.1.201 secret "$9%$jvkmT69pRhrz3hrev7Nik."; # SECRET-DATA
}
Togin {
user lab {
uid 2000;
class superuser;
authentication {
encrypted-password "$1$L6ZKKWYI$SGXEI/7YzXes2IXDcHIvz7/";
# SECRET-DATA

}
services {

ssh;

telnet;
}
syslog {

user * {

any emergency;
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file messages {
any notice;
authorization info;

}

file ré-cli {
interactive-commands any;
archive files 5;

}
interfaces {
fe-0/1/0 {
unit 0 {
family inet {
address 10.0.8.5/30;

}
}
}
fe-0/1/1 {
unit 0 {
family inet {
address 10.0.2.13/30;
}
}
}
fe-0/1/2 {
unit 0 {
family inet {
address 10.0.8.2/30;
}
family iso;
}
}
fe-0/1/3 {
unit 0 {
family inet {
address 172.16.0.9/30;
}
}
}
fxp0 {
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unit 0 {
family inet {
address 10.0.1.6/24;

}
}
}
100 {
unit 0 {
family inet {
address 10.0.9.6/32;
}
family iso {
address 49.0002.6666.6666.6666.00;
}
}

}
routing-options {
static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

}
aggregate {
route 10.0.0.0/16;
}
autonomous-system 65412;
}
protocols {
bgp {
group int {
type internal;
local-address 10.0.9.6;
export ibgp;
neighbor 10.0.6.1;
neighbor 10.0.6.2;
neighbor 10.0.3.3;
neighbor 10.0.3.4;
neighbor 10.0.3.5;
neighbor 10.0.9.7;
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}
group c2 {
type external;
export ebgp-out;
neighbor 172.16.0.10 {
peer-as 65020;

}
isis |
export ospf-isis;
level 2 disable;
Tevel 1 external-preference 149;
interface fe-0/1/2.0;
interface 100.0;
}
ospf {
export isis-ospf;
area 0.0.0.2 {
nssa;
interface fe-0/1/0.0;
interface fe-0/1/2.0 {
passive;
}
interface fe-0/1/1.0;

}
policy-options {
policy-statement ospf-isis {
term 1 {
from {
protocol ospf;
route-filter 0.0.0.0/0 exact;

}
then accept;
}
}
policy-statement isis-ospf {

term 1 {
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from {

protocol isis;

route-filter 192.168.0.0/22 Tonger;
}

then accept;

}
policy-statement ebgp-out {
term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;

}
then accept;
}
term 2 {
from {
route-filter 192.168.0.0/22 upto /24;
}
then accept;
}
}
policy-statement ibgp {
term 1 {
from {

protocol bgp;
neighbor 172.16.0.10;

}
then {
next-hop self;
}
}
term 2 {
from {
route-filter 192.168.0.0/22 Tonger;
}
then accept;
}
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Listing 1.7: r7 OSPF Baseline Configuration
[edit]
Tab@r7# show | no-more
version 5.6R1.3;
system {
host-name r7;
authentication-order [ radius password ];
ports {
console type vtl1l00;
}
root-authentication {
encrypted-password "$1$RTyGDGYGS$ukqr37VGRgtohedS1ruOk/"; # SECRET-DATA
}
radius-server {
10.0.1.201 secret "$9%$jvkmT69pRhrz3hrev7Nik."; # SECRET-DATA

}
Togin {
user lab {
uid 2000;
class superuser;
authentication {
encrypted-password "$1$L6ZKKWYI$GXEI/7YzXes2IXDcHIvz7/";
# SECRET-DATA
}
}
}
services {
ssh;
telnet;
}
syslog {
user * {
any emergency;
}
file messages {
any notice;
authorization info;
}

file r7-cli {
interactive-commands any;
archive files 5;
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}

interfaces {
fe-0/3/0 {
unit 0 {
family inet {
address 10.0.8.14/30;

}
family iso;
}
}
fe-0/3/1 {
unit 0 {
family inet {
address 10.0.8.10/30;
}
}
}
fe-0/3/2 {
unit 0 {
family inet {
address 172.16.0.1/30;
}
}
}
fe-0/3/3 {
unit 0 {
family inet {
address 10.0.2.17/30;
}
}
}
xp0 {
unit 0 {
family inet {
address 10.0.1.7/24;
}
}
}
To0 {
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unit 0 {
family inet {
address 10.0.9.7/32;
}
family iso {
address 49.0002.7777.7777.7777.00;

}
routing-options {
static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

}
aggregate {
route 10.0.0.0/16;
}
autonomous-system 65412;
}
protocols {
bgp {
group int {
type internal;
local-address 10.0.9.7;
export nhs;
neighbor 10.0.6.1;
neighbor 10.0.6.2;
neighbor 10.0.3.3;
neighbor 10.0.3.4;
neighbor 10.0.3.5;
neighbor 10.0.9.6;
}
group cl {
type external;
export ebgp-out;
neighbor 172.16.0.2 {
peer-as 65010;
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}
isis {
export ospf-isis;
Jevel 2 disable;
Tevel 1 external-preference 149;
interface fe-0/3/0.0;
interface 100.0;
}
ospf {
export isis-ospf;
area 0.0.0.2 {
nssa;
interface fe-0/3/1.0;
interface fe-0/3/0.0 {
passive;
}
interface fe-0/3/3.0;

}
policy-options {
policy-statement ospf-isis {
term 1 {
from {
protocol ospf;
route-filter 0.0.0.0/0 exact;
}

then accept;

}
policy-statement isis-ospf {
term 1 {
from {
protocol 1isis;
route-filter 192.168.0.0/22 Tonger;
}

then accept;

}
policy-statement ebgp-out {

Copyright ©2003 SYBEX Inc., 1151 Marina Village Parkway, Alameda, CA 94501.

www.sybex.com


http://www.sybex.com

66 Chapter 1 = Network Discovery and Verification

term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;

}
then accept;
}
term 2 {
from {
route-filter 192.168.0.0/22 upto /24;
}
then accept;
}
}
policy-statement nhs {
term 1 {
from {
protocol bgp;
neighbor 172.16.0.2;
}
then {
next-hop self;
}
}
term 2 {
from {
route-filter 192.168.0.0/22 Tonger;
}
then accept;
}
}

Summary

This chapter provided you with a set of network discovery and verification tasks representative
of those encountered by candidates as they begin their JNCIE examination. Because all of
the topics addressed in this chapter were thoroughly tested in the prerequisite JNCIP examination,
a JNCIE candidate is provided with a preconfigured network intended to serve as the starting
point for the advanced configuration aspects that are the focus of the JNCIE examination
proper. The goal of the network discovery scenario is twofold. The primary purpose is to provide
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the candidate with a chance to assimilate and understand the operation of a network that he or she
has never seen, before the candidate is asked to begin adding advanced services to the test bed.
The secondary goal of the network discovery scenario is to provide a sanity check of the overall
operation of the baseline network on the off chance that hardware errors (or configuration errors)
are present.

Note that the specific nature of a given discovery scenario may vary over time to keep things
interesting. The bottom line is that the prepared JNCIE candidate will possess the skills and pro-
tocol understanding needed to quickly reverse engineer an inherited network, and to rapidly
access its overall operational state. It is expected that a JNCIE candidate will be able to detect
and repair any configuration problems that may be uncovered during network discovery, with
the exception of hardware-related failures that require proctor intervention.

Case Study: IS-IS Network Discovery
and Validation Techniques

This case study presents a sample IGP discovery and validation scenario designed to demon-
strate techniques and commands that are particularly useful when reverse engineering and
validating an IS-IS based IGP. The focus of the case study is placed on IGP discovery because
the functionality of IBGP, EBGP, and BGP-related routing policy is largely independent of the
particular IGP in use. In fact, very few changes have been made to the IBGP, EBGP, and policy
configuration documented in the course of the chapter body. Please refer back to Figure 1.2
for the case study topology.
The criteria for the case study are as follows:

*  Discover and document the configuration of an IS-IS based network with mutual route
redistribution.

*  Verify correct IGP operation while documenting and correcting any IGP-related configuration
problems encountered.
*  Confirm that IBGP, EBGP, and routing policy are operational.

Although a number of discovery approaches can be used to reverse engineer an IGP, this
author has found that it is normally more expedient to begin your analysis in the IGP core.
The commands and techniques shown here are similar to the approach demonstrated in the
chapter body; after all, if something works, why mess with it? You begin on r3 with the inspection
of its IGP-related configuration:

[edit]
Tab@r3# show protocols
bgp {
advertise-inactive;
group int {
type internal;
Jocal-address 10.0.3.3;
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export nhs;
neighbor 10.0.6.1;
neighbor 10.0.6.2;
neighbor 10.0.3.4;
neighbor 10.0.3.5;
neighbor 10.0.9.6;
neighbor 10.0.9.7;
}
group ext {
import ebgp-in;
export ebgp-out;
neighbor 172.16.0.14 {
peer-as 65222;

}
isis {
interface fe-0/0/0.0 {
Jevel 2 disable;

1
interface fe-0/0/1.0 {

Jlevel 2 disable;

1
interface fe-0/0/3.0 {

Jevel 1 disable;

1
interface at-0/1/0.0 {

Jevel 1 disable;

1
interface so-0/2/0.100 {

Jevel 1 disable;

1

interface 100.0 {
Jevel 1 disable;

1
1

The highlighted IGP portion of the configuration leads to the following observations:
= That r3is an attached router with a mix of L1 and L2 interfaces
*  That authentication and route leaking are not configured for its L1 and L2 areas

»  That r3’s1o0 address will not be injected into the Level 1 area due to the 100 interface being
disabled at IS-IS Level 1
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Displaying the IS-IS interface status on r3 yields the following output:
[edit]
Tab@r3# run show isis interface
IS-IS 1interface database:

Interface L CirID Level 1 DR Level 2 DR L1/L2 Metric
at-0/1/0.0 2 Ox1 Disabled Point to Point 10/10
fe-0/0/0.0 1 0x3 rl.02 Disabled 10/10
fe-0/0/1.0 1 O0x4 r2.03 Disabled 10/10
fe-0/0/3.0 2 0x2 Disabled r6.03 10/10
100.0 0 0x1 Disabled Passive 0/0
s0-0/2/0.100 2 0x1 Disabled Point to Point 10/10

The display indicates that all of r3’s interfaces, except its fxp0- and T1-facing fe-0/0/2 interfaces
are considered ISO interfaces. This confirms that the iso family has been properly configured
on their various logical units. Note that the lo0 interface is also listed as a passive IS-IS Level 2
interface; with some JUNOS software versions, it is critical that you actually run IS-IS on
the interface that serves as the source of the ISO NET, making the presence of 100 in the IS-IS
interface display a good thing. The omission of r3’s 100 interface from the Level 1 area is inten-
tional in this case. The intent is to prevent extra hops (through the Level 1 area) when r4
forwards packets to r3’s o0 address. Keeping the 100 addresses of r3 and r4 from the Level 1
area is necessary if we want r3 and r4 to use their Level 2 link when forwarding to each other’s
loopback addresses, because an IS-IS router will always prefer a L1 internal route over the
same route in Level 2, regardless of preference settings or route metrics. Traceroute testing
confirms that r3 and r4 have optimal forwarding between loopback addresses as a result of this
configuration:

[edit]

lab@r3# run traceroute 10.0.3.4

traceroute to 10.0.3.4 (10.0.3.4), 30 hops max, 40 byte packets
1 10.0.3.4 (10.0.3.4) 1.061 ms 0.890 ms 0.795 ms

You next display r3’s 100 interface configuration. The output displays the ISO NET configured
for r3. Based on the display, you are able to determine that rl, r2, r3, and r4 should all be
in area 0001, because an IS-IS L1 adjacency will form only between routers that share a common
area ID. You also note that the SYS-ID coding is based on the assigned router number. This
coding approach should not pose a problem because the resulting SYS-IDs will have the uniqueness
required for proper IS-IS operation:

[edit]
Tab@r3# show interfaces 100
unit 0 {
family inet {
address 10.0.3.3/32;
}

family iso {
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address 49.0001.3333.3333.3333.00;

With the inspection of r3’s IGP configuration completed, it makes sense to ascertain the state
of its adjacencies, as you now have some idea of what to expect:

[edit]

Tab@r3# run show isis adjacency

Interface System L State Hold (secs) SNPA

at-0/1/0.0 rs 2 Up 21

fe-0/0/0.0 rl 1 Up 6 0:a0:c9:6f:7b:3e
fe-0/0/1.0 r2 1 Up 7 0:a0:c9:6f:7a:ff
fe-0/0/3.0 ré 2 Up 7 0:d0:b7:3f:af:73
s0-0/2/0.100 ra 2 Up 21

The output shows that r3 has the five adjacencies one would expect, given the test bed topology
and r3’s IS-IS configuration. The output makes it easy to confirm what interfaces are running
IS-IS, and at what IS-IS level. The following command quickly determines if the backbone area
is correctly receiving LSPs from all of the routers in the test bed:

[edit]
Tab@r3# run show isis hostname
IS-IS hostname database:

System ID Hostname Type

1111.1111.1111 r1 Dynamic
2222.2222.2222 r2 Dynamic
3333.3333.3333 r3 Static
4444 4444 .4444 r4 Dynamic
5555.5555.5555 r5 Dynamic
6666.6666.6666 ro6 Dynamic
7777.7777.7777 r7 Dynamic

The results could not be any better! You know that IS-IS is working overall, in that the back-
bone has received LSPs from all routers in the test bed. The final check at r3 determines correct
IS-IS functionality with regard to the advertisement of IP routes by verifying that IS-IS routes for
the loopback addresses of all routers in the test bed are present:

[edit]

Tab@r3# run show route protocol 1isis | match \32
10.0.3.4/32 *[IS-IS/15] 02:49:44, metric 20
10.0.3.5/32 *[IS-IS/18] 00:07:08, metric 20
10.0.6.1/32 *[IS-IS/15] 03:11:24, metric 10
10.0.6.2/32 *[IS-IS/15] 02:49:44, metric 10
10.0.9.6/32 *[IS-IS/18] 00:33:06, metric 10
10.0.9.7/32 *[IS-IS/18] 00:07:08, metric 20
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The results confirm that r3 has learned routes through IS-IS for the loopback addresses of all
remote routers (r3’s loopback address is not learned through IS-IS, and is therefore not listed).
You can assume that similar results are obtained when the same commands are issued on r4.
A quick look at r2’s IS-IS configuration returns the following:

[edit]

Tab@r2# show protocols isis

level 2 disable;

interface fe-0/0/0.0 {
passive;

}

interface fe-0/0/1.0;

interface fe-0/0/2.0;

interface fe-0/0/3.0;

interface 100.0;

r2’s IS-IS configuration is pretty basic; the only real item to note is the fact that the router
is running a passive IS-IS instance on its fe-0/0/0 interface. As with the OSPF example in the
chapter body, the passive interface setting ensures that the 10.0.5/25 subnet will be reachable
as an IS-IS internal route without chancing IGP adjacency formation to peer P1. Although
not shown, the same passive interface observation is made when inspecting r1’s IS-IS stanza.
You next confirm IS-IS adjacency status, at r2:

[edit]

Tab@r2# run show 1isis adjacency

Interface System L State Hold (secs) SNPA

fe-0/0/1.0 rd 1 Up 21 0:90:69:6b:30:1
fe-0/0/2.0 r3 1 Up 23 0:90:69:6d:98:1
fe-0/0/3.0 rl 1 Up 6 0:a0:c9:6f:7b:84

With r2 displaying the expected number and types of IS-IS adjacencies, things are looking
good for IS-IS functionality in area 0001. You decide to shift your discovery activities to r5 as
a result:
lab@r5# show
export 11-12;
interface fe-0/0/0.0 {
Jevel 2 disable;

}

interface fe-0/0/1.0 {
Jevel 2 disable;

}

interface s0-0/1/0.0 {
Tevel 1 {

passive;
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}
interface at-0/2/1.0 {

Tevel 1 {
passive;

}

interface 100.0;

As with r3 and r4, r5’s configuration indicates that it is a L1/L.2 (attached) router by virtue
of the mix of L1 and L2 interface statements in its IS-IS stanza. Unlike r3 and r4, r5 is running
IS-IS (passively) at both Level 1 and Level 2 on its lo0 interface; this will result in the advertisement
of its 100 address in both its L1 and L2 LSPs. The passive configuration on r5’s core facing
interfaces prevents inefficient routing in area 0002, by having r5 advertise the 10.0.2.0/30 and
10.0.2.8/30 prefixes in the L1 LSP it sends into area 0002. Disabling Level 1 on r5’s core facing
interfaces will result in r6 and r7 incurring extra hops when forwarding to these prefixes,
as their only routes to these destinations would be learned through the L2 LSPs generated by r3
and r4, respectively. A quick traceroute at r7 confirms proper forwarding paths to core prefixes:
[edit]

Tab@r7# run traceroute 10.0.2.1
traceroute to 10.0.2.1 (10.0.2.1), 30 hops max, 40 byte packets
1 10.0.2.1 (10.0.2.1) 0.758 ms 0.558 ms 0.454 ms

[edit]

Tab@r7# run traceroute 10.0.2.9

traceroute to 10.0.2.9 (10.0.2.9), 30 hops max, 40 byte packets
1 10.0.2.9 (10.0.2.9) 0.644 ms 0.489 ms 0.436 ms

The presence of an 11-12 export policy is also noted and the contents displayed:

Tab@r5# show policy-options policy-statement 11-72
term 1 {
from {
protocol 1isis;
Jevel 1;
route-filter 192.168.0.0/22 Tonger;
}
to level 2;
then accept;

The 11-12 policy instructs r5 to leak L1 external routes matching the route filter statement
into the backbone (Level 2) area. Note that L1 internals are leaked into L2 areas by default,
but policy is needed for the leaking of L1 externals. From this, you surmise that the routes
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associated with the data center router are being redistributed by r6 and r7 into IS-IS as Level 1
externals. You next display r5’s IS-IS interface status along with its ISO NET:

[edit]

Tab@r5# run show isis interface

IS-IS interface database:

Interface
at-0/2/1.0
fe-0/0/0.0
fe-0/0/1.0
100.0
so0-0/1/0.0

[edit]

L GirID
2 0x1
1 0x2
1 0x3
0 Ox1
2 Ox1

Tab@r5# show interfaces 100

unit 0 {
family inet {

address 10.0.3.5/32;

}

family iso {

address 49.0002.5555.5555.5555.00;

Level 1 DR
Passive
re.02
r5.03
Passive
Passive

Level 2 DR
Point to Point
Disabled
Disabled
Passive

Point to Point

L1/L2 Metric
10/10
10/10
10/10

0/0
10/10

Based on the display, you conclude that r5, ré, and r7 are attached to IS-IS area 49.0002,
and that r5 should have L2 adjacencies on its core facing interfaces and L1 adjacencies on
the Fast Ethernet links to r6 and r7. The IS-IS adjacency status is now verified on r5:

L State
2 Up
1 Up
1 Up

[edit]

Tab@r5# run show isis adjacency
Interface System
at-0/2/1.0 r3
fe-0/0/0.0 ré
fe-0/0/1.0 r7
so0-0/1/0.0 r4

2 Up

Hold (secs)

21

6
21
26

SNPA

0:d0:b7:3f:af:f
0:60:94:51:c4:27

The results confirm that r5 has the expected number of adjacencies (4), and further validates
that area 0002 is a Level 1 area. With r5’s configuration and operation looking good, your

attention shifts to r7:

[edit]
Tab@r7# show protocols
bgp {

group int {

type internal;
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Jlocal-address 10.0.9.7;
export nhs;
neighbor 10.0.6.1;
neighbor 10.0.6.2;
neighbor 10.0.3.3;
neighbor 10.0.3.4;
neighbor 10.0.3.5;
neighbor 10.0.9.6;

}

group cl {
type external;
export ebgp-out;
neighbor 172.16.0.2 {

peer-as 65010;

}
isis {
export rip-isis;
interface fe-0/3/0.0 {
level 2 disable;
level 1 passive;

1
interface fe-0/3/1.0 {

Jevel 2 disable;

1
interface fe-0/3/3.0 {

Jevel 1 disable;

1
interface 100.0;
1
rip {
group dc {
export static-rip;
neighbor fe-0/3/0.0;
1
1

The highlighted output indicates that r7 is running both IS-IS and RIP. From this, you
surmise that the data center router must now be configured to advertise the 192.168.0/22
routes to r6 and r7 using RIP. The rip-isis export policy is now displayed. The output
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confirms that r7 is configured to redistribute the data center’s routes from RIP into IS-IS:

[edit]
Tab@r7# show policy-options policy-statement rip-isis
term 1 {
from {
protocol rip;
route-filter 192.168.0.0/22 Tonger;
}

then accept;

Displaying r7’s isis-rip policy tells you that r7 should be sending a statically defined
default route to the data center router:
[edit]
Tab@r7# show policy-options policy-statement static-rip
term 1 {
from {
protocol static;
route-filter 0.0.0.0/0 exact;
}

then accept;

The static route definition is also confirmed:
[edit]
Tab@r7# show routing-options static
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

}
route 0.0.0.0/0 reject;

Why a Static Default Route?

The astute reader is likely wondering why a static default route has been defined on r6 and r7,
especially considering that a Level 1 router normally installs an IS-IS based default route when
the presence of an Attached router is detected in a Level 1 area through the setting of the
Attached bit in Level 1 LSPs. The key here is the observation that area 0002 has only Attached
routers, in that r5, r6, and r7 are all L2 and L1 Attached. Because an Attached router will not
install a default route based on the presence of the Attached bit in the LSPs received from other
Attached routers, a static default (or generated route) route is defined on r6 and r7.
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Now that you know what to expect, you confirm r7’s adjacency status and the presence of
the data center’s route RIP routes:

[edit]

Tab@r7# run show isis adjacency

Interface System L State Hold (secs) SNPA
fe-0/3/1.0 rs5 1 Up 7 0:90:69:69:70:1
fe-0/3/3.0 r4 2 Up 8 0:90:69:6b:30:3

Good! All of the expected adjacencies are up. You move on to confirm the presence of RIP
routes at r7:
[edit]
Tab@r7# run show route 192.168.0/22

inet.0: 118137 destinations, 118138 routes (118137 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

192.168.0.0/24 *[RIP/100] 01:16:43, metric 2, tag 0
> to 10.0.8.13 via fe-0/3/0.0
192.168.1.0/24 *[RIP/100] 01:16:43, metric 2, tag O
> to 10.0.8.13 via fe-0/3/0.0
192.168.2.0/24 *[RIP/100] 01:16:43, metric 2, tag O
> to 10.0.8.13 via fe-0/3/0.0
192.168.3.0/24 *[RIP/100] 01:16:43, metric 2, tag 0
> to 10.0.8.13 via fe-0/3/0.0
The output from r7 confirms it is correctly learning the 192.168.0/22 DC routes through the
RIP protocol. Though the results are not shown here, you can assume that similar results
were obtained when inspecting r6. All of the results obtained thus far in your IS-IS IGP discovery
case study have been positive. You should now be able to document your IGP discovery findings
on a copy of the test bed topology. However, before calling it quits, you wisely opt to further
validate the operation of your IGP through some traceroute testing:
[edit]
Tab@r6# run traceroute 10.0.3.4
traceroute to 10.0.3.4 (10.0.3.4), 30 hops max, 40 byte packets
1 10.0.2.14 (10.0.2.14) 0.437 ms 0.352 ms 0.270 ms
2 10.0.3.4 (10.0.3.4) 0.508 ms 0.464 ms 0.436 ms

[edit]

Tab@r6# run traceroute 10.0.3.3

traceroute to 10.0.3.3 (10.0.3.3), 30 hops max, 40 byte packets
1 10.0.3.3 (10.0.3.3) 0.592 ms 0.461 ms 0.422 ms
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The traceroutes to attached routers r3 and r4 succeed, but things are not so positive for the
traceroute to rl:
[edit]
Tab@r6# run traceroute 10.0.6.1
traceroute to 10.0.6.1 (10.0.6.1), 30 hops max, 40 byte packets
1 10.0.2.14 (10.0.2.14) 0.390 ms 0.287 ms 0.243 ms

2 * k%
3 [ORORO
4 % %
5 R
6 *

The timeouts are not expected, so you move to r3, which is the first and only hop shown in
the traceroute, to determine what is amiss:
[edit]
Tab@r3# run traceroute 10.0.6.1
traceroute to 10.0.6.1 (10.0.6.1), 30 hops max, 40 byte packets
1 10.0.6.1 (10.0.6.1) 0.743 ms 0.553 ms 0.475 ms
The traceroute from r3 to rl is successful, so your attention shifts to rl itself:
[edit]
Tab@rl# run traceroute 10.0.3.5
traceroute to 10.0.3.5 (10.0.3.5), 30 hops max, 40 byte packets
traceroute: sendto: No route to host
1 traceroute: wrote 10.0.3.5 40 chars, ret=-1
~C
[edit]
Tab@rl# run show route 10.0.3.5

inet.0: 18 destinations, 19 routes (18 active, 0 holddown, 0 hidden)

+ = Active Route, - = Last Active, * = Both
10.0.0.0/16 *[Aggregate/130] 00:13:15
Reject

D’oh! The local definition of a 10.0/16 aggregate has created a black hole on rl and r2 for
all 10.0/16 destinations outside of their Level 1 area. Note that the presence of the same 10.0/16
aggregate route had no impact on the operation of the OSPF IGP, as demonstrated in the
chapter body, because neither the stub nor the NSSA areas were blocking network summaries.
Recalling that an IS-IS L1 area functions much as an OSPF stub/NSSA area with no-summaries, the
problems caused by the local aggregate make perfect sense. This problem is not occurring on
ré and r7, because they are attached routers with full routing knowledge of the IS-IS domain.

After noting the problem and obtaining permission from the proctor to make baseline
configuration changes, you decide to correct the issue by adjusting the IBGP export policy on r3
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and r4 to effect the advertisement of the 10.0/16 aggregate to rl and r2 through IBGP. You must
be careful that your policy advertises a next hop for the aggregate route that is within L1 area 0001.
The default behavior will be to set the route’s next hop to the 100 address of the advertising router,
which will cause the 10.0/16 route to be hidden on rl and r2 due to their inability to resolve
the advertised BGP next hop (10.0.3.3 or 10.0.3.4) through the 10.0/16 route itself. (A BGP route
cannot have its next hop resolved through itself because this can result in recursion problems.)
Advertising the aggregate to rl and r2 through IBGP allows for the removal of the local

10.0/16 aggregate route definition from rl and r2, while still providing them with the ability
to advertise the 10.0/16 route to their EBGP peer P1. The highlighted entries show the modifi-
cations that were made to the IBGP portion of r4’s configuration to evoke per-neighbor IBGP
export policy (similar changes were also made at r3):
[edit]
Tab@r4# show protocols bgp
advertise-inactive;
group int {

type internal;

local-address 10.0.3.4;

export nhs;

neighbor 10.0.6.1 {
export ri;

}

neighbor 10.0.6.2 {
export r2;

}

neighbor 10.0.3.3;
neighbor 10.0.3.5;
neighbor 10.0.9.6;
neighbor 10.0.9.7;

}

group cl {
type external;
export ebgp-out;
neighbor 172.16.0.6 {

peer-as 65010;

And the new r1 and r2 policies are displayed with the next hop settings for the aggregate
route highlighted:

[edit]
Tab@r4# show policy-options policy-statement rl
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term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;
}
then {
next-hop 10.0.4.17;
accept;

}
term 2 {

from {
protocol bgp;
neighbor 172.16.0.6;
}
then {
next-hop self;

[edit]
Tab@r4# show policy-options policy-statement r2
term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;
}
then {
next-hop 10.0.4.9;
accept;
}
}
term 2 {
from {
protocol bgp;
neighbor 172.16.0.6;
}
then {

Copyright ©2003 SYBEX Inc., 1151 Marina Village Parkway, Alameda, CA 94501.

79

www.sybex.com


http://www.sybex.com

80 Chapter 1 = Network Discovery and Verification

next-hop self;

The first term in the r1 and r2 export policies results in r3 and r4 advertising their 10.0/16
aggregate to rl and r2 with the BGP next hop set to an IP address that exists within their Level 1
area. Note that the next hop advertised to rl differs from that sent to r2 in an effort to help
promote optimal forwarding paths wherever possible. Because the next hop for the 10.0/16
now resolves through a more specific route (as opposed to the 10.0/16 route itself), the route is
no longer hidden and is therefore eligible for export to the P1 router by rl and r2. The second
policy term functions to set next hop self on the routes being learned from C1 peering. Though
not shown, r3 now has similar r1 and r2 policies in place.

After deleting the local aggregate at rl and r2, further testing confirms that all is well:

[edit]
lab@rl# run show route 10.0/16

inet.0: 118087 destinations, 118094 routes (118087 active, 0 holddown, O hidden)

+ = Active Route, - = Last Active, * = Both
10.0.0.0/16 *[BGP/170] 00:10:31, Tocalpref 100, from 10.0.3.3
AS path: I

> to 10.0.4.13 via fe-0/0/1.0

[BGP/170] 00:10:34, Tocalpref 100, from 10.0.3.4
AS path: I

> to 10.0.4.17 via fe-0/0/4.0

The 10.0/16 aggregate, as received from r3 and r4, is confirmed with the output just shown.
You next verify that the aggregate is being correctly sent on to the P1 router:
[edit]
Tab@rl# run show route advertising-protocol bgp 10.0.5.254 10.0/16

inet.0: 118167 destinations, 118182 routes (118167 active, 0 holddown, O hidden)
Prefix Nexthop MED Lclpref AS path

* 10.0.0.0/16 Self
The output confirms the advertisement of the 10.0/16 aggregate to router P1. The next set

of commands verifies reachability and forwarding paths from Level 1 router rl to various

internal and external destinations:

[edit]

Tab@rl# run traceroute 10.0.9.7

traceroute to 10.0.9.7 (10.0.9.7), 30 hops max, 40 byte packets

1 10.0.4.13 (10.0.4.13) 0.409 ms 0.341 ms 0.266 ms
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2 10.0.2.1 (10.0.2.1) 0.811 ms 1.054 ms 0.798 ms
3 10.0.9.7 (10.0.9.7) 0.705 ms 0.648 ms 0.405 ms

[edit]

Tab@rl# run traceroute 192.168.0.1

traceroute to 192.168.0.1 (192.168.0.1), 30 hops max, 40 byte packets
1 10.0.4.13 (10.0.4.13) 0.400 ms 0.293 ms 0.250 ms

2 10.0.2.13 (10.0.2.13) 0.157 ms 0.153 ms 0.133 ms

3 192.168.0.1 (192.168.0.1) 0.260 ms 0.231 ms 0.209 ms

[edit]

Tab@rl# run traceroute 130.130.0.1

traceroute to 130.130.0.1 (130.130.0.1), 30 hops max, 40 byte packets
1 10.0.4.13 (10.0.4.13) 0.392 ms 0.289 ms 0.248 ms

2 130.130.0.1 (130.130.0.1) 0.172 ms 0.166 ms 0.144 ms

[edit]

Tab@rl# run traceroute 220.220.0.1

traceroute to 220.220.0.1 (220.220.0.1), 30 hops max, 40 byte packets
1 10.0.4.13 (10.0.4.13) 0.388 ms 0.300 ms 0.247 ms

2 10.0.2.13 (10.0.2.13) 0.160 ms 0.152 ms 0.130 ms

3 220.220.0.1 (220.220.0.1) 0.246 ms 0.228 ms 0.208 ms

[edit]

Tab@rl# run traceroute 200.200.0.1

traceroute to 200.200.0.1 (200.200.0.1), 30 hops max, 40 byte packets
1 10.0.4.13 (10.0.4.13) 0.408 ms 0.291 ms 0.248 ms

2 10.0.2.6 (10.0.2.6) 0.309 ms 0.276 ms 0.253 ms

3 200.200.0.1 (200.200.0.1) 0.178 ms 0.180 ms 0.154 ms

The forwarding paths shown have all been optimal, with the exception of the extra hop
through r3 that occurs when r1 traces routes to C1’s destinations. Closer inspection reveals that
the extra hop is the result of C1’s 200.200/16 route resolving through the 10.0/16 aggregate,
coupled with the fact that both rl and r2 prefer the 10.0/16 advertisement from r3 to that
learned from r4, due to r3’s lower RID. Because extra hops are sometimes inevitable when rely-
ing on aggregate or default routing, this condition is considered par for the course and, other
than simply noting the condition, no additional actions are taken. With full reachability and
optimal forwarding confirmed to all internal and external destinations, you have finished the
validation aspects of the IS-IS based IGP discovery case study.

Although not shown here, you should quickly confirm that all IBGP and EBGP sessions are
correctly established, and that no hidden route problems exist, before considering your baseline
network operational. You can assume that there are no operational problems in the test bed
at this time. To complete the IGP discovery case study, you must document your findings.
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Figure 1.5 provides a summary of your IGP discovery case study findings. The figure also notes
the operational issues that were discovered, and rectified, in this case study.

FIGURE 1.5 Results from IGP discovery case study
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Notes:

Multi-level IS-IS, Areas 0001 and 0002 with ISO NET based on router number.

lo0 address of r3 and r4 not injected into Area 0001 to ensure optimal forwarding between 10.0.3.3 and 10.0.3.4.
Passive setting on r5's core interfaces for optimal Area 0002-to-core routing.

No authentication or route summarization. Routing policy at r5 to leak L1 externals (DC routes) to L2.

Redistribution of static default route to data center from both r6é and r7. Redistribution of 192.168.0/24 through
192.168.3/24 routes from RIP into IS-IS by both r6 and r7.

All adjacencies are up, reachability problem discovered at r1 and r2 caused by local aggregate definition. Corrected
through IBGP policy to effect 10.0/16 route advertisement from r3 and r4 to r1 and r2; removed local aggregate
from rland r2.

Suboptimal routing detected at the data center and at r1/r2 for some locations. This is the result of random nexthop
choice for data center's default, and the result of r1 and r2's preference for r3's RID over r4 with regard to the
10.0/16 route. This is considered normal behavior, so no corrective actions are taken.

Network Discovery Case Study Configuration

The complete case study configuration for all routers in the test bed is provided next. To keep
things interesting, the configuration examples shown in subsequent chapters may use either the
OSPF or the IS-IS baseline configuration. Differences between the chapter body and case
study configurations, and any changes needed to provide proper IGP operation, are called out
with highlights in Listings 1.8 through 1.14.

Listing 1.8: rl1 IS-IS Baseline Configuration
Tab@rl# show | no-more

version 5.6R1.3;

system {

Copyright ©2003 SYBEX Inc., 1151 Marina Village Parkway, Alameda, CA 94501.  www.sybex.com


http://www.sybex.com

Case Study: IS-IS Network Discovery and Validation Techniques 83

host-name rl;
authentication-order [ radius password ];
ports {
console type vt100;
}
root-authentication {
encrypted-password "$1$RTyGDGYG$ukqr37VGRgtohedS1ruOk/"; # SECRET-DATA
}
radius-server {
10.0.1.201 secret "$9%$jvkmT69pRhrz3hrev7Nik."; # SECRET-DATA
}
Togin {
user lab {
uid 2000;
class superuser;
authentication {
encrypted-password "$1$L6ZKKWYI$GXEI/7YzXes2IXDcHIvz7/";
# SECRET-DATA

}
services {
ssh;
telnet;
}
syslog {
user * {
any emergency;
}
file messages {
any notice;
authorization info;
}
file ril-cli {
interactive-commands any;
archive files 5;

}

interfaces {
fe-0/0/0 {
unit 0 {
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family inet

address
}
family iso;
}
}
fe-0/0/1 {
unit 0 {
family inet
address
}
family iso;
}
}
fe-0/0/2 {
unit 0 {
family inet
address
}
family iso;
}
}
fe-0/0/3 {
unit 0 {
family inet
address
}
family iso;
}
}
xp0 {
unit 0 {
family inet
address
}
}
}
T00 {
unit 0 {
family inet
address
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}
family iso {
address 49.0001.1111.1111.1111.00;

}
routing-options {
static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

}

autonomous-system 65412;
}
protocols {
bgp {
group int {
type internal;
local-address 10.0.6.1;
neighbor 10.0.
neighbor 10.0.
neighbor 10.0.
neighbor 10.0.
neighbor 10.0.
neighbor 10.0.

© © W w w o
N O v A wWwN

}
group pl {
type external;
export ebgp-out;
neighbor 10.0.5.254 {
peer-as 65050;

}

isis {
level 2 disable;
interface fe-0/0/0.0 {

passive;

1
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interface fe-0/0/1.0;
interface fe-0/0/2.0;
interface fe-0/0/3.0;
interface 100.0;

1
1
policy-options {
policy-statement ebgp-out {
term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;

}
then accept;
}
term 2 {
from community transit;
then reject;
}

}

community transit members 65412:420;

Note that the 10.0/16 local aggregate has been deleted from the routing-options stanza
on rl, and that the first term in the ebgp-out policy is no longer needed; the term has been left
in place because it is causing no harm.

Listing 1.9: r2 IS-IS Baseline Configuration
[edit]
Tab@r2# show | no-more
version 5.6R1.3;
system {
host-name r2;
authentication-order [ radius password ];
ports {
console type vtl1l00;
}
root-authentication {
encrypted-password "$1$RTyGDGYG$ukqr37VGRgtohedS1ruOk/"; # SECRET-DATA
}

radius-server {
10.0.1.201 secret "$9%$jvkmT69pRhrz3hrev7Nik."; # SECRET-DATA
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Togin {
user lab {
uid 2000;
class superuser;
authentication {

encrypted-password "$1$L6ZKKWYI$GXEI/7YzXes2IXDcHIvz7/";

# SECRET-DATA

}

services {
ssh;
telnet;
}
syslog {
user * {
any emergency;
}
file messages {
any notice;
authorization info;
}
file r2-cli {
interactive-commands any;
archive files 5;

}
interfaces {
fe-0/0/0 {
unit 0 {
family inet {
address 10.0.5.2/24;

}
family iso;
}
}
fe-0/0/1 {
unit 0 {

family inet {
address 10.0.4.10/30;
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}
family iso;
}
}
fe-0/0/2 {
speed 100m;
unit 0 {
family inet {
address 10.0.4.2/30;
}
family iso;
}
}
fe-0/0/3 {
unit 0 {
family inet {
address 10.0.4.6/30;
}
family iso;
}
}
fxp0 {
unit 0 {
family inet {
address 10.0.1.2/24;
}
}
}
To0 {
unit 0 {
family inet {
address 10.0.6.2/32;
}
family iso {
address 49.0001.2222.2222.2222.00;
1
}

}
routing-options {
static {
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route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

}

autonomous-system 65412;
}
protocols {
bgp {
group int {
type internal;
local-address 10.0.6.2;
neighbor 10.0.
neighbor 10.0.
neighbor 10.0.
neighbor 10.0.
neighbor 10.0.
neighbor 10.0.

O O W w w o
N o v w R

}
group pl {
type external;
export ebgp-out;
neighbor 10.0.5.254 {
peer-as 65050;

}

isis {
Jlevel 2 disable;
interface fe-0/0/0.0 {

passive;

1
interface fe-0/0/1.0;

interface fe-0/0/2.0;
interface fe-0/0/3.0;
interface 100.0;

1
1
policy-options {
policy-statement ebgp-out {
term 1 {
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from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;

}
then accept;
}
term 2 {
from community transit;
then reject;
}

}

community transit members 65412:420;

Note that the 10.0/16 local aggregate has been deleted from the routing-options stanza on
r2, and that the first term in the ebgp-out policy is no longer needed; the term has been left
in place because it is causing no harm.

Listing 1.10: r3 IS-IS Baseline Configuration
[edit]
Tab@r3# show | no-more
version 5.6R1.3;
system {
host-name r3;
authentication-order [ radius password ];
ports {
console type vtl1l00;
}
root-authentication {
encrypted-password "$1$RTyGDGYG$ukqr37VGRgtohedS1ruOk/"; # SECRET-DATA
}
radius-server {
10.0.1.201 secret "$9%$jvkmT69pRhrz3hrev7Nik."; # SECRET-DATA
}
Togin {
user lab {
uid 2000;
class superuser;
authentication {
encrypted-password "$1$L6ZKKWYI$SGXEI/7YzXes2IXDcHIvz7/";
# SECRET-DATA
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}

services {
ssh;
telnet;
}
syslog {
user * {
any emergency;
}
file messages {
any notice;
authorization info;
}
file r3-cli {
interactive-commands any;
archive files 5;

}

interfaces {
fe-0/0/0 {
unit 0 {
family inet {
address 10.0.4.13/30;

}
family iso;
}
}
fe-0/0/1 {
unit 0 {
family inet {
address 10.0.4.1/30;
}
family iso;
}
}
fe-0/0/2 {
unit 0 {

family inet {

Copyright ©2003 SYBEX Inc., 1151 Marina Village Parkway, Alameda, CA 94501.

91

www.sybex.com


http://www.sybex.com

92 Chapter 1 = Network Discovery and Verification

address 172.16.0.13/30;

}
fe-0/0/3 {
unit 0 {
family inet {
address 10.0.2.14/30;
}
family iso;

}
at-0/1/0 {
atm-options {
vpi 0 {
maximum-vcs 64;

}
unit 0 {
point-to-point;
vci 50;
family inet {
address 10.0.2.2/30;
}
family iso;

}
so-0/2/0 {
dce;
encapsulation frame-relay;
unit 100 {
dlci 100;
family inet {
address 10.0.2.5/30;
}
family iso;

}
xp0 {
unit 0 {
family inet {
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address 10.0.1.3/24;

}
}
}
To0 {
unit 0 {
family inet {
address 10.0.3.3/32;
}
family iso {
address 49.0001.3333.3333.3333.00;
1
}

}
routing-options {
static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

}
aggregate {
route 10.0.0.0/16;
}
autonomous-system 65412;
}
protocols {
bgp {
advertise-inactive;
group int {
type internal;
local-address 10.0.3.3;

export nhs;

neighbor 10.0.6.1 {
export ril;

}

neighbor 10.0.6.2 {
export r2;

}

neighbor 10.0.3.4;
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neighbor 10.0.3.5;
neighbor 10.0.9.6;
neighbor 10.0.9.7;

}

group ext {
import ebgp-in;
export ebgp-out;
neighbor 172.16.0.14 {

peer-as 65222;

}
isis {

interface fe-0/0/0.0 {
2 disable;

Jevel

1
interface fe-0/0/1.0 {

2 disable;

Jevel

1

interface

fe-0/0/3.0 {

Jevel

1 disable;

1

interface

at-0/1/0.0 {

Jevel

1 disable;

1

interface

s0-0/2/0.100 {

Jevel

1 disable;

1

interface

100.0 {

Jevel

1 disable;

1
1
1

policy-options {

policy-statement nhs {
term 1 {
from {
protocol bgp;
neighbor 172.16.0.14;

}
then {
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next-hop self;

}
policy-statement ebgp-out {
term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;
}

then accept;

}
policy-statement ebgp-in {
term 1 {
from {
protocol bgp;
neighbor 172.16.0.14;
}
then {
community add transit;

}
policy-statement ril {
term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;

1

then {
next-hop 10.0.4.13;

accept;

1

1

term 2 {
from {

protocol bgp;
neighbor 172.16.0.14;

1
then {
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next-hop self;

1
1
policy-statement r2 {
term 1 {
from {

protocol aggregate;
route-filter 10.0.0.0/16 exact;

1
then {
next-hop 10.0.4.1;

accept;

1

1

term 2 {
from {

protocol bgp;
neighbor 172.16.0.14;

1
then {
next-hop self;
1
1
1

community transit members 65412:420;

Note that IBGP export policy changes were made on r3 to allow advertisement of the 10.0/16
aggregate to rl and r2 through IBGP with the next hop set to an area 0001 address.

Listing 1.11: r4 IS-IS Baseline Configuration
[edit]
Tab@r4# show | no-more
version 5.6R1.3;
system {
host-name r4;
authentication-order [ radius password ];
ports {
console type vtl1l00;
}
root-authentication {
encrypted-password "$1$RTyGDGYG$ukqr37VGRgtohedSTruOk/"; # SECRET-DATA
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}

radius-server {

10.0.1.201 secret "$9$jvkmT69pRhrz3hrev7Nik."; # SECRET-DATA

}
Togin {
user lab {
uid 2000;
class superuser;
authentication {

encrypted-password "$1$L6ZKKWYI$GXEI/7YzXes2IXDcHIvz7/";

# SECRET-DATA

}

services {
ssh;
telnet;
}
syslog {
user * {
any emergency;
}
file messages {
any notice;
authorization info;
}
file r4-cli {
interactive-commands any;
archive files 5;

}

interfaces {
fe-0/0/0 {
unit 0 {
family inet {
address 172.16.0.5/30;
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fe-0/0/1 {
unit 0 {
family inet {
address 10.0.4.9/30;
}
family iso;

}
fe-0/0/2 {
unit 0 {
family inet {
address 10.0.4.17/30;
}
family iso;

}
fe-0/0/3 {
unit 0 {
family inet {
address 10.0.2.18/30;
}
family iso;

}
so-0/1/0 {
encapsulation frame-relay;
unit 100 {
dlci 100;
family inet {
address 10.0.2.6/30;
}
family iso;

}
so-0/1/1 {
encapsulation ppp;
unit 0 {
family inet {
address 10.0.2.10/30;
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family iso;

}
xp0 {
unit 0 {
family inet {
address 10.0.1.4/24;

}
To0 {
unit 0 {
family inet {
address 10.0.3.4/32;
}

family iso {
address 49.0001.4444.4444.4444.00;

1

}
routing-options {
static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

}
aggregate {

route 10.0.0.0/16;
}

autonomous-system 65412;
}
protocols {
bgp {
advertise-inactive;
group int {
type internal;
local-address 10.0.3.4;
export nhs;
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neighbor 10.0.6.1 {
export rl;
}
neighbor 10.0.6.2 {
export r2;
}
neighbor 10.0.3.3;
neighbor 10.0.3.5;
neighbor 10.0.9.6;
neighbor 10.0.9.7;
}
group cl {
type external;
export ebgp-out;
neighbor 172.16.0.6 {
peer-as 65010;
}
}
}
isis {
interface fe-0/0/1.0 {
level 2 disable;
1
interface fe-0/0/2.0 {
level 2 disable;
1
interface fe-0/0/3.0 {
level 1 disable;
1
interface so-0/1/0.100 {
level 1 disable;
1
interface so-0/1/1.0 {
level 1 disable;
1
interface 100.0 {
level 1 disable;
1
1
1

policy-options {
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policy-statement ebgp-out {
term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;
}

then accept;

}

policy-statement nhs {
term 1 {

from {
protocol bgp;
neighbor 172.16.0.6;

}

then {
next-hop self;

}
policy-statement rl {
term 1 {
from {

protocol aggregate;
route-filter 10.0.0.0/16 exact;

1

then {
next-hop 10.0.4.17;

accept;

1
1
term 2 {
from {

protocol bgp;
neighbor 172.16.0.6;

1
then {

next-hop self;
1
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policy-statement r2 {
term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;

1

then {
next-hop 10.0.4.9;

accept;

1

1

term 2 {
from {

protocol bgp;
neighbor 172.16.0.6;

1
then {

next-hop self;
1

1
1

Note that IBGP export policy changes were made on r4 to allow advertisement of the 10.0/16
aggregate to rl and r2 through IBGP with the next hop set to an area 0001 address.

Listing 1.12: r5 IS-IS Baseline Configuration
[edit]
Tab@r5# show | no-more
version 5.6R1.3;
system {
host-name r5;
authentication-order [ radius password ];
ports {
console type vtl1l00;
}
root-authentication {
encrypted-password "$1$RTyGDGYG$ukqr37VGRgtohedSTruOk/"; # SECRET-DATA
}
radius-server {
10.0.1.201 secret "$9%$jvkmT69pRhrz3hrev7Nik."; # SECRET-DATA
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Togin {
user lab {
uid 2000;
class superuser;
authentication {

encrypted-password "$1$L6ZKKWYI$GXEI/7YzXes2IXDcHIvz7/";

# SECRET-DATA

}

services {
ssh;
telnet;
}
syslog {
user * {
any emergency;
}
file messages {
any notice;
authorization info;
}
file r5-cli {
interactive-commands any;
archive files 5;

}
interfaces {
fe-0/0/0 {
unit 0 {
family inet {
address 10.0.8.6/30;

}
family iso;
}
}
fe-0/0/1 {
unit 0 {

family inet {
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address 10.0.8.9/30;

}
family iso;

}
so-0/1/0 {
encapsulation ppp;
unit 0 {
family inet {
address 10.0.2.9/30;
}
family iso;

}
at-0/2/1 {
atm-options {
vpi 0 {
maximum-vcs 64;

}
unit 0 {
point-to-point;
vci 50;
family inet {
address 10.0.2.1/30;
}
family iso;

}
xp0 {
unit 0 {
family inet {
address 10.0.1.5/24;

}
100 {
unit 0 {
family inet {
address 10.0.3.5/32;
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}
family iso {
address 49.0002.5555.5555.5555.00;

1

}
routing-options {
static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

}
autonomous-system 65412;
}
protocols {
bgp {
group int {
type internal;
local-address 10.0.3.5;
neighbor 10.0.6.1;
neighbor 10.0.6.2;
neighbor 10.0.3.3;
neighbor 10.0.3.4;
neighbor 10.0.9.6;
neighbor 10.0.9.7;

}
isis {
export 11-12;
interface fe-0/0/0.0 {
level 2 disable;

1
interface fe-0/0/1.0 {

level 2 disable;

1
interface so0-0/1/0.0 {

level 1 passive;

1
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interface at-0/2/1.0 {
Jevel 1 passive;

1

interface 100.0;

1
1
policy-options {
policy-statement 11-12 {
term 1 {
from {
protocol isis;
Tevel 1;
route-filter 192.168.0.0/22 longer;

1

to level 2;

then accept;

1
1
1
Listing 1.13: r6 IS-IS Baseline Configuration
[edit]

Tab@r6# show | no-more
version 5.6R1.3;
system {
host-name ro6;
authentication-order [ radius password ];
ports {
console type vt1l00;
}
root-authentication {
encrypted-password "$1$RTyGDGYGS$ukqr37VGRgtohedS1ruOk/"; # SECRET-DATA
}
radius-server {
10.0.1.201 secret "$9%jvkmT69pRhrz3hrev7Nik."; # SECRET-DATA
}
Togin {
user lab {
uid 2000;
class superuser;
authentication {
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encrypted-password "$1$L6ZKKWYI$GXEI/7YzXes2IXDcHIvz7/";

# SECRET-DATA

}

services {
ssh;
telnet;
}
syslog {
user * {
any emergency;
}
file messages {
any notice;
authorization info;
}
file ré-cli {
interactive-commands any;
archive files 5;

}

interfaces {
fe-0/1/0 {
unit 0 {
family inet {
address 10.0.8.5/30;

}
family iso;
}
}
fe-0/1/1 {
unit 0 {

family inet {

address 10.0.2.13/30;
}
family iso;
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fe-0/1/2 {
unit 0 {
family inet {
address 10.0.8.2/30;
}
family iso;

}
fe-0/1/3 {
unit 0 {
family inet {
address 172.16.0.9/30;

}
fxp0 {
unit 0 {
family inet {
address 10.0.1.6/24;

}
To0 {
unit 0 {
family inet {
address 10.0.9.6/32;
}
family iso {
address 49.0002.6666.6666.6666.00;

1

}
routing-options {
static {
route 0.0.0.0/0 reject;
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;
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aggregate {
route 10.0.0.0/16;
}
autonomous-system 65412;
}
protocols {
bgp {
group int {
type internal;
local-address 10.0.9.6;
export nhs;
neighbor 10.0.6.
neighbor 10.0.6.
neighbor 10.0.3.
neighbor 10.0.3.
neighbor 10.0.3.
neighbor 10.0.9.

N v b W N R

}
group c2 {
type external;
export ebgp-out;
neighbor 172.16.0.10 {
peer-as 65020;

}
isis {
export rip-isis;
interface fe-0/1/0.0 {
level 2 disable;

1
interface fe-0/1/1.0 {

level 1 disable;

1
interface fe-0/1/2.0 {

level 2 disable;

level 1 passive;

1

interface 100.0;
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rip {
group dc {
export static-rip;
neighbor fe-0/1/2.0;
1
1

1
policy-options {
policy-statement static-rip {
term 1 {
from {

protocol static;
route-filter 0.0.0.0/0 exact;

1
then accept;
1
1
policy-statement rip-isis {
term 1 {
from {
protocol rip;
route-filter 192.168.0.0/22 Tonger;
1
then accept;
1
1
policy-statement ebgp-out {
term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;
}
then accept;
}
term 2 {
from {
route-filter 192.168.0.0/22 upto /24;
}
then accept;
}
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policy-statement nhs {
term 1 {

from {
protocol bgp;
neighbor 172.16.0.10;

}
then {
next-hop self;
}
}
term 2 {
from {
route-filter 192.168.0.0/22 Tonger;
}
then accept;
}

}

Listing 1.14: r7 IS-IS Baseline Configuration

[edit]

Tab@r7# show | no-more
version 5.6R1.3;

system {

host-name r7;

authentication-order [ radius password ];

ports {

console type vtl1l00;

}

root-authentication {
encrypted-password "$1$RTyGDGYG$ukqr37VGRgtohedSTruOk/"; # SECRET-DATA

}

radius-server {
10.0.1.201 secret "$9%$jvkmT69pRhrz3hrev7Nik."; # SECRET-DATA

}
Togin {

user lab {

uid 2000;
class superuser;
authentication {
encrypted-password "$1$L6ZKKWYI$GXEI/7YzXes2IXDcHIvz7/";
# SECRET-DATA
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}
}
}
services {
ssh;
telnet;
}
syslog {
user * {
any emergency;
}
file messages {
any notice;
authorization info;
}
file r7-cli {
interactive-commands any;
archive files 5;
}
}
}
interfaces {
fe-0/3/0 {
unit 0 {

family inet {
address 10.0.8.14/30;
}

family iso;
}
}
fe-0/3/1 {
unit 0 {
family inet {
address 10.0.8.10/30;
}
family iso;
}
}
fe-0/3/2 {
unit 0 {
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family inet

{

address 172.16.0.1/30;

}
fe-0/3/3 {
unit 0 {
family inet

{

address 10.0.2.17/30;

}
family iso;

}
xp0 {
unit 0 {
family inet

{

address 10.0.1.7/24;

}
To0 {
unit 0 {
family inet
address
}
family iso {

address 49.0002.7777.7777.7777.00;

{
10.0.9.7/32;

1

routing-options {

static {
route 0.0.0.0/0

reject;

route 10.0.200.0
next-hop 10.
no-readverti

}
aggregate {
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route 10.0.0.0/16;
}
autonomous-system 65412;
}
protocols {
bgp {
group int {
type internal;
local-address 10.0.9.7;
export nhs;
neighbor 10.0.6.1;
neighbor 10.0.6.2;
neighbor 10.0.3.3;
neighbor 10.0.3.4;
neighbor 10.0.3.5;
neighbor 10.0.9.6;
}
group cl {
type external;
export ebgp-out;
neighbor 172.16.0.2 {
peer-as 65010;

}
isis {
export rip-isis;
interface fe-0/3/0.0 {
level 2 disable;
level 1 passive;

1
interface fe-0/3/1.0 {

level 2 disable;

1
interface fe-0/3/3.0 {

level 1 disable;

1

interface 100.0;

1
rip {
group dc {
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export static-rip;
neighbor fe-0/3/0.0;

1
1
policy-options {
policy-statement static-rip {
term 1 {
from {

protocol static;
route-filter 0.0.0.0/0 exact;

1
then accept;
1
1
policy-statement rip-isis {
term 1 {
from {
protocol rip;
route-filter 192.168.0.0/22 Tonger;
1
then accept;
1
1
policy-statement ebgp-out {
term 1 {
from {
protocol aggregate;
route-filter 10.0.0.0/16 exact;
}
then accept;
}
term 2 {
from {
route-filter 192.168.0.0/22 upto /24;
}
then accept;
}

}

policy-statement nhs {
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term 1 {
from {
protocol bgp;
neighbor 172.16.0.2;

}
then {
next-hop self;
}
}
term 2 {
from {
route-filter 192.168.0.0/22 Tonger;
}
then accept;
}
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Spot the Issues: Review Questions

1. Referring back to Figure 1.5, and the configuration snippet below, describe the number and type
of adjacencies that you expect to find on r5. You may assume that r3, r4, r6, and r7 have a

similar configuration:

[edit protocols isis]

Tab@r5# sh
export 11-
Tevel 1 di
interface
interface
interface
interface
interface

[edit]

ow
12;
sable;

fe-0/0/0.0;
fe-0/0/1.0;
s0-0/1/0.0;
at-0/2/1.0;

100.0;

Tab@r5# run show isis interface
IS-IS 1interface database:
L CirID Level 1 DR

Interface
at-0/2/1.0
fe-0/0/0.0
fe-0/0/1.0
100.0
s0-0/1/0.0

[edit]

2

N O R R

0x1 Disabled
0x2 0000.0000.0000.02
0x3 0000.0000.0000.03
0x1 Passive
0x1 Disabled

Tab@r5# run show isis adjacency

[edit]

Tab@r5# show interfaces

fe-0/0/0 {
unit 0

{

family inet {
address 10.0.8.6/30;

}

family iso;

Level 2 DR
Point to Point
Disabled
Disabled
Passive

Point to Point

r5 has no IS-IS adjacencies. Can you spot the problems from the following configuration snippets?

L1/L2 Metric
10/10
10/10
10/10

0/0
10/10
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fe-0/0/1 {
unit 0 {
family inet {
address 10.0.8.9/30;
}

family iso;

}
so-0/1/0 {
encapsulation ppp;
unit 0 {
family inet {
address 10.0.2.9/30;
}

family iso;

}
at-0/2/1 {
atm-options {
vpi 0 {
maximum-vcs 64;

}
unit 0 {
point-to-point;
vci 50;
family inet {
address 10.0.2.1/30;
}

family iso;

}
fxp0 {
unit 0 {
family inet {
address 10.0.1.5/24;

To0 {
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unit 0 {
family inet {
address 10.0.3.5/32;
}

family iso;

}

[edit]

Tab@r5# show protocols isis

export 11-12;

interface fe-0/0/0.0 {
Jevel 2 disable;

}

interface fe-0/0/1.0 {
Jevel 2 disable;

}

interface so0-0/1/0.0 {
Jevel 1 disable;

}

interface at-0/2/1.0 {
Jevel 1 disable;

}

interface 100.0;

Based on the topology demonstrated in this chapter and the output shown next, do you expect
that all traffic generated by the data center router will follow an optimal path?

Tab@dc> show route 0/0

inet.0: 16 destinations, 16 routes (16 active, 0 holddown, 0 hidden)
+ = Active Route, - = Last Active, * = Both

0.0.0.0/0 *[RIP/100] 01:23:29, metric 2, tag O
to 10.0.8.2 via fe-0/0/0.0
> to 10.0.8.14 via fe-0/0/1.0

Explain why the locally defined 10.0/16 aggregate on rland r2 worked fine with OSPF but not
with IS-IS in the baseline topology.

Make at least three observations from the OSPF stanza shown next:

[edit protocols ospf]
Tab@r3# show
area 0.0.0.0 {
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area-range 10.0.2.0/23;
area-range 10.0.3.3/32 restrict;
authentication-type md5; # SECRET-DATA
interface at-0/1/0.0 {
authentication-key "$9$zKS-n9peK8X7V"; # SECRET-DATA
}

interface 100.0;

}
area 0.0.0.1 {

nssa;
interface all;
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Spot the Issues: Answers to Review
Questions

1. Because Level 1 has been disabled in the IS-IS instance, you should expect to see a total of four
Level 2 adjacencies at r5.

2. The problem with r5’s IS-IS configuration is the lack of a configured ISO NET. Although lo0
is considered an IS-IS interface, and is defined in the IS-IS stanza, a NET is required for proper
IS-IS operation.

3. No. With the DC router receiving two equal-cost next hops for the default route, you should
expect to see that some traffic incurs extra hops through either r6 or r7, depending on which
next hop is installed at any given time.

4. The key to the differing behaviors lies in the fact that network summaries (LSA Type 3s) were
permitted in the OSPF stub area. The network summaries resulted in rl and r2 learning about
specific routes to all in-use 10.0/16 addresses. The 10.0/16 aggregate was never used due to the
presence of the more specific routes, and therefore the presence of the aggregate did not cause
any black holes. IS-IS, on the other hand, does not support the concept of network summaries,
which makes an IS-IS Level 1 area function like an OSPF stub area with no summaries. Lacking
summary routes, the 10.0/16 aggregate became the longest match for destinations outside of
the Level 1 area. The reject next hop associated with the 10.0/16 aggregate route therefore
resulted in a black hole.

5. Based on this OSPF stanza, you can determine the following:

* r3isan ABR serving areas 0 and 1.
*  MDS35-based authentication is in place in area 0 but not area 1.
= Area 0 routes matching 10.0.2.0/23 will be presented to area 1 as a single network summary.

*  Area 1 will not have a summary route for the 10.0.3.3 loopback address of r3 due to the
restrict keyword.

*  All interfaces on r3, except the at-0/1/0 and the 100 interfaces, have been placed into area 1.

*  r3 will not generate a default route into the NSSA.
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This chapter exposes you to a variety of JNCIE-level Multiple
Protocol Label based Switching (MPLS) and traffic engineering
(TE) configuration scenarios.

MPLS technology allows for the establishment of Label Switched Paths (LSPs) through an
IP network in a manner similar to ATM or Frame Relay Virtual Circuits (VCs). Once these
paths are established, ingress routers push a fixed-length MPLS label onto packets as they enter
an LSP. Transit routers act only on the MPLS label, performing swap functions as they switch
the labeled packet from port to port. The egress router normally receives an unlabeled packet
as the result of the penultimate router performing a label pop in what is known as Penultimate
Hop Popping (PHP). The unlabeled packet is then routed by the egress node, which performs
a conventional, longest-match IP route lookup.

LSPs can be established through manual intervention or through the use of a signaling
protocol. Manually established LSPs are similar to ATM PVCs, and are referred to as static
in the JUNOS software. Signaled LSPs are similar in concept to ATM Demand Connections
(DCs, or SVCs), whereas a signaling protocol is used to establish the LSP’s state through
the network in a dynamic fashion. MPLS signaling options supported by JUNOS software
include the Label Distribution Protocol (LDP) and the Resource Reservation Protocol
(RSVP).

Because the routing of the MPLS LSP can be controlled by factors other than the IGP’s view
of the shortest path, MPLS allows for the engineering of paths through an IP network that
do not follow the IGP’s view of the shortest path. The ability to force certain traffic over an
LSP, which in turn follows an arbitrary path, is referred to as traffic engineering (TE). Traffic
engineering is normally achieved through the use of RSVP in combination with Constrained
Shortest Path First (CSPF) online path calculation, and/or the use of Explicit Route Objects
(EROs), which are similar to source routing an IP packet.

MPLS can support the handling of non-IP traffic, or non-routable IP packets such as those
using RFC 1918 private addressing, because transit Label Switching Routers (LSRs) switch the
traffic based strictly on the fixed-length MPLS header; in other words, there is no requirement
that the payload of an MPLS packet must contain a globally routable IP packet. The protocol/
addressing agnostic nature of MPLS makes it an ideal candidate for the support of both Layer 2
and Layer 3 VPNs. Provider-provisioned VPNs are covered in a later chapter.

This chapter will demonstrate LSP signaling, routing table integration, and traffic protection
options that are supported in the 5.6 release of the JUNOS software. Along the way, various
MPLS troubleshooting and verification techniques are demonstrated. While JUNOS software
supports the establishment of statically defined LSPs in a manner akin to an ATM PVC, this
capability is rarely used in service provider networks due to a static LSP’s propensity toward
being misconfigured, and the inability to ascertain the end-to-end operational status of a
static LSP. This chapter does not address statically defined LSPs because their disadvantages
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make it very unlikely that you will need to deploy statically defined LSP during the JNCIE
examination.

This chapter concludes with a case study designed to closely approximate a typical JNCIE
MPLS and traffic engineering configuration scenario. The results of key operational mode
commands are provided in the case study analysis section so that you can also compare the
behavior of your network to a known good example. Example router configurations that meet
all case study requirements are provided at the end of the case study for comparison with
your own configurations.

The examples demonstrated in the chapter body are based on the IS-IS baseline topology
left in place at the end of Chapter 1’s case study. If you are unsure as to the state of your
test bed, you should take a few moments to load up and confirm the IS-IS baseline configura-
tion before proceeding. You should review your findings from the IS-IS IGP discovery case
study before beginning your MPLS configuration. Figure 2.1 summarizes the results of your
IS-IS IGP findings.

FIGURE 2.1 Summary of IS-IS discovery findings

IS-IS IS-IS
Passive Passive

@ -
-
=
T =
Area 0001 Data =
L1 : Center
& o
[ r2 " £\ RIP v2
IS-IS 1S-15
Passive Passive
Notes:

Multi-level IS-IS, Areas 0001 and 0002 with ISO NET based on router number.

100 address of r3 and r4 not injected into Area 0001 to ensure optimal forwarding between 10.0.3.3 and 10.0.3.4.
Passive setting on r5's core interfaces for optimal Area 0002-to-core routing.

No authentication or route summarization. Routing policy at r5 to leak L1 externals (DC routes) to L2.

Redistribution of static default route to data center from both r6 and r7. Redistribution of 192.168.0/24 through
192.168.3/24 routes from RIP into IS-IS by both r6 and r7.

All adjacencies are up, reachability problem discovered at r1 and r2 caused by local aggregate definition. Corrected
through IBGP policy to effect 10.0/16 route advertisement from r3 and r4 to r1 and r2; removed local aggregate
from rland r2.

Suboptimal routing detected at the data center and at r1/r2 for some locations. This is the result of random nexthop
choice for data center's default, and the result of r1 and r2's preference for r3's RID over r4 with regard to the
10.0/16 route. This is considered normal behavior, so no corrective actions are taken.

Copyright ©2003 SYBEX Inc., 1151 Marina Village Parkway, Alameda, CA 94501.  www.sybex.com


http://www.sybex.com

126 Chapter 2 =« MPLS and Traffic Engineering

LDP Signaled LSPs

You begin your MPLS configuration scenario by establishing an LDP signaled LSP between ré
and r7 for the purpose of carrying traffic between customer locations C1 and C2. The criteria
for this scenario are as follows:

= Configure LDP on r5, r6, and r7 to establish an LSP between r6 and r7.

*  Ensure that traffic between C1 and C2 uses the LDP signaled LSP when the ingress router
isréorr7.

»  Usea S-second keepalive interval, and ensure that LDP state is maintained should a routing
restart occur.

= Collect traffic statistics in a file called Tdp-stats every 90 seconds.

Configuring Interfaces for MPLS Support

You begin this configuration task by enabling the mp1s family on the logical units of the internal
facing transit interfaces in use at r5, r6, and r7. Refer to Figure 2.2 for the topology specifics
needed to complete this configuration scenario. Although r4 is part of the overall LDP con-
figuration topology, the configuration requirements indicated that LDP will not be configured
on r4 in this scenario.

Adding the mpTs family to a given interface enables labeled packet processing for that interface.
You do not need to include the mp1s family on the 100 interface to meet the requirements of
this configuration example. The following commands correctly add the mp1s family to the transit
interfaces on r5. The mp1s family is added to all of r5’s interfaces at this time under the
assumption that r5’s ATM and Packet Over SONET (POS) interfaces will require MPLS
support in the near future, and because the presence of the mp1s family will cause no harm
in the event that your assumption does not pan out:

[edit]
Tab@r5# edit interfaces

[edit interfaces]
Tab@r5# set fe-0/0/0 unit 0 family mpls

[edit interfaces]
Tab@r5# set fe-0/0/1 unit 0 family mpls

[edit interfaces]
Tab@r5# set at-0/2/1 unit 0 family mpls

[edit interfaces]
Tab@r5# set so-0/1/0 unit 0 family mpls
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FIGURE 2.2 LDPsignaled LSPs

AS 65020
220.220/16

f fe-0/3/3
.518 10.0.2.16/30 A7
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Loopbacks

r4=10.0.3.4
r5=10.0.3.5 AS 65010
r6=10.0.9.6 200.200/16
r7=10.09.7

Similar commands are now entered on r6 and r7 to add the mp1s family to their internal
facing transit interfaces, because they are expected to require MPLS support. The mp1s family
is not specified on external interfaces (EBGP or data center—facing interfaces), in accordance
with the requirements of this scenario; note that adding the mp1s family to these interfaces
should not break anything in this example. The completed interface configuration for r6 is
shown with the MPLS-related changes highlighted. Though not shown here, r7 has a similar
configuration at this time:

[edit]
Tab@r6# show interfaces
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fe-0/1/0 {
unit 0 {
family inet {
address 10.0.8.5/30;
}
family iso;
family mpls;

}
fe-0/1/1 {
unit 0 {
family inet {
address 10.0.2.13/30;

}
family iso;
family mpls;

}
fe-0/1/2 {
unit 0 {
family inet {
address 10.0.8.2/30;
}

family iso;

}
fe-0/1/3 {
unit 0 {
family inet {
address 172.16.0.9/30;

}
fxp0 {
unit 0 {
family inet {
address 10.0.1.6/24;
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To0 {
unit 0 {
family inet {
address 10.0.9.6/32;
}
family iso {
address 49.0002.6666.6666.6666.00;

With the interfaces of r5, r6, and r7 set to support the mp1s family, you commit your
changes and issue a show mp1s interface command to check your work:
[edit interfaces]
Tab@r5# run show mpls interface
MPLS not configured

[edit interfaces]

The (lack of) output indicates that the mere presence of the mp1s family is not sufficient
for the interface to be enabled for MPLS operation. This condition is addressed in the following
section, “Enable MPLS Processing on the Router.” Before moving on, you issue a show
interfaces terse command to confirm the presence of the mp1s family on the internal facing
transit interfaces at r5:

[edit interfaces]
Tab@r5# run show interfaces terse

Interface Admin Link Proto Local Remote

fe-0/0/0 up up

fe-0/0/0.0 up up inet 10.0.8.6/30
iso
mpls

fe-0/0/1 up up

fe-0/0/1.0 up up inet 10.0.8.9/30
iso
mpls

fe-0/0/2 up down

fe-0/0/3 up down

so-0/1/0 up up

s0-0/1/0.0 up up inet 10.0.2.9/30
iso
mpls
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so-0/1/1
so0-0/1/2
so-0/1/3
at-0/2/0
at-0/2/1
at-0/2/1.0

dsc
fxp0
fxp0.0
fxpl
fxpl.0
gre
ipip
To0
100.0

Tsi
mtun
pimd
pime
tap

up
up
up
up
up
up

up
up
up
up
up
up
up
up
up

up
up
up
up
up

down
down
down
down
up
up

up
up
up
up
up
up
up
up
up

up
up
up
up
up

inet
iso

10.0.2.1/30

10.0.1.5/24

10.0.3.5 -->0/0
49.0002.5555.5555.5555.00

As with the addition of any protocol family, care must be taken to ensure
that the correct logical unit is specified. In the examples shown thus far, all
interfaces are using the default logical unit value 0, but this will not always

be the case!

Enable MPLS Processing on the Router

The previous section ended with the determination that no interfaces are considered “MPLS
capable” despite the addition of the mp1s family to their logical units. This condition is the
result of not enabling the MPLS process on the router itself. The mp1s family allows interface-
level processing of labeled packets, but without an MPLS process on the router to back this
up, the MPLS capabilities of an interface are moot. The following command, entered on r7,
enables the MPLS process on the router for all interfaces associated with the mp1s family. If
desired, you can specify each interface explicitly. The use of the a1l keyword is quite safe,
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however, because only interfaces with the mp1s family provisioned will be considered an
MPLS interface:

[edit]
Tab@r7# set protocols mpls interface all

[edit]
Tab@r7# show protocols mpls
interface all;

[edit]
lab@r7# commit
commit complete
After the change is committed, you once again display the list of MPLS interfaces:

[edit]

Tab@r7# run show mpls interface

Interface State Administrative groups
fe-0/3/1.0 Up <none>

fe-0/3/3.0 Up <none>

The output confirms that r7 now considers its fe-0/3/1 and fe-0/3/3 interfaces as MPLS
capable. The lack of administrative groups is normal, considering the CSPF-related link
coloring has not been configured yet. Before moving on to the next section, you should con-
firm that r5 and r6 also list the appropriate interfaces as MPLS enabled. The following
capture confirms that r5 is correctly configured, and that all of its MPLS-enabled interfaces
are functional:

[edit]

Tab@r5# run show mpls interface

Interface State Administrative groups
fe-0/0/0.0 Up <none>

fe-0/0/1.0 Up <none>

s0-0/1/0.0 Up <none>

at-0/2/1.0 Up <none>

The show mp1s interface command is very useful when the goal is to quickly diagnose
interface and MPLS instance-related problems. If an interface is absent from the command’s
output, it is normally because that interface does not have the mp1s family configured, or
because the interface is not listed under the [edit protocols mp1s] instance. A Dn indication
in the State column tells you that the corresponding interface is in the down state, while
also indicating that the interface has the mp1s family configured and that it is listed in the
mp1s instance.
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Enabling the LDP Instance

Your next set of commands creates the LDP instance on r7, configures the modified keepalive
interval, and enables the collection of traffic statistics, in accordance with the requirements
of this example:

[edit]

Tab@r7# set protocols ldp interface fe-0/3/1

[edit]
Tab@r7# set protocols ldp interface fe-0/3/3

[edit]
Tab@r7# set protocols ldp keepalive-interval 5

[edit]
Tab@r7# set protocols ldp traffic-statistics file 1dp-stats

[edit]
Tab@r7# set protocols ldp traffic-statistics interval 90
The LDP configuration at r7 is committed and displayed:
[edit]
Tab@r7# show protocols 1ldp
traffic-statistics {
file ldp-stats;
interval 90;
}
keepalive-interval 5;
interface fe-0/3/1.0;
interface fe-0/3/3.0;

To meet the “maintain LDP state in the event of routing restart” aspects of this scenario,
you must enable the graceful-restart feature under the main routing instance’s routing-
options stanza. The wording of this requirement intentionally avoids using the “graceful
restart” term to test the candidate’s understanding of what the feature does without giving
away the actual keyword used to configure it. Failing to configure graceful-restart under
routing-options results in the LDP instance operating in helper mode only, which will not
meet the requirements posed in this example:

[edit]
Tab@r7# set routing-options graceful-restart

After committing the changes at r7, you issue commands to determine LDP neighbor
and session status. Because r7 is currently the only router with an LDP instance, no LDP
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neighbors or sessions are currently displayed at r7:

Tab@r7> show ldp session

Tab@r7> show 1dp neighbor

No neighbors or sessions are in place, but the correct LDP interface listing is returned, which
is an auspicious start:

Tab@r7> show ldp interface

Interface Label space ID Nbr count Next hello
fe-0/3/1.0 10.0.9.7:0 0 4
fe-0/3/3.0 10.0.9.7:0 0 4

The lack of entries in the inet. 3 routing table further confirms that no LDP LSPs have yet
been established:

T1ab@r7> show route table inet.3

Tab@r7>
The lack of LDP signaled LSPs is to be expected, considering that r7 has not detected any

LDP neighbors or established any LDP sessions. With r7 apparently ready to go, you enable
the LDP instance on r5 and r6 using commands similar to those demonstrated for r7. The
resulting LDP configuration for r5 and r6 is shown next:
[edit]
Tab@r5# show protocols 1dp
traffic-statistics {

file ldp-stats;

interval 90;
}
keepalive-interval 5;
interface fe-0/0/0.0;
interface fe-0/0/1.0;

[edit]

Tab@r5# show routing-options
graceful-restart;
static {

route 10.0.200.0/24 {

next-hop 10.0.1.102;
no-readvertise;

[edit]
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Note that r5 does not have its s0-0/1/0 interface listed under the LDP stanza, which is in

keeping with r4 not running LDP. The LDP settings at r6 are examined next:
Tab@r6# show protocols ldp
traffic-statistics {

file ldp-stats;

interval 90;
}
keepalive-interval 5;
interface fe-0/1/0.0;
interface fe-0/1/1.0;

[edit]
Tab@r6# show routing-options
graceful-restart;
static {
route 0.0.0.0/0 reject;
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;

}
aggregate {

route 10.0.0.0/16;
}

autonomous-system 65412;

After committing the changes on all routers, your attention shifts to verification of the LDP
signaled LSP, as documented in the next section.

Verifying LDP Signaled LSPs

The LDP protocol strives to automatically detect neighbors and establish LDP sessions,
which are then used to advertise one or more forwarding equivalency classes (FECs) with
MPLS labels, such that it is difficult 7ot to automatically establish LSPs between the loop-
back addresses of all LDP-enabled routers. LDP is sometimes characterized as “RIP on
steroids” for this automatic neighbor-to-neighbor FEC advertisement behavior. By default,
the JUNOS software implementation of LDP advertises a FEC for /32 interface routes only. The
use of LDP will normally result in each router having an LDP signaled LSP to the loopback
address of all other routers running LDP as a result of this default behavior. The use of
import and export policy can alter this default behavior, but such policy is not called for
in this scenario.
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You begin your LDP signaled LSP verification by confirming that r5 now lists both ré and
r7 as LDP neighbors:

Tab@r5> show 1dp neighbor

Address Interface Label space ID Hold time
10.0.8.5 fe-0/0/0.0 10.0.9.6:0 14
10.0.8.10 fe-0/0/1.0 10.0.9.7:0 11

With both r6 and r7 detected as LDP neighbors, you expect to see that a TCP-based LDP ses-
sion has been established between r5 and routers r6 and r7:

Tab@r5> show 1dp session

Address State Connection Hold time
10.0.9.6 Operational Open 25
10.0.9.7 Operational Open 29

As expected, an LDP session has been established to both r6 and r7 from r5. Note that, by
default, the session is associated with the remote router’s loopback address/RID. This behavior
can be modified with the use of the transport-address keyword in the 1dp stanza if needed.
Adding the detail keyword to the previous command allows for verification of the modified
keepalive interval and the support of both graceful restart and helper mode:

[edit]
Tab@r5# run show 1dp session 10.0.9.7 detail
Address: 10.0.9.7, State: Operational, Connection: Open, Hold time: 28

Session ID: 10.0.3.5:0--10.0.9.7:0

Next keepalive in 3 seconds

Passive, Maximum PDU: 4096, Hold time: 30, Neighbor count: 1

Keepalive interval: 5, Connect retry interval: 1

Local address: 10.0.3.5, Remote address: 10.0.9.7

Up for 00:00:30

Local - Restart: enabled, Helper mode: enabled, Reconnect time: 60000

Remote - Restart: enabled, Helper mode: enabled, Reconnect time: 60000

Local maximum recovery time: 120000 msec

Next-hop addresses received:

10.0.8.10
10.0.2.17

The output generated by r5 indicates that you have correctly set the keepalive interval and
graceful restart aspects of the LDP protocol. The next command confirms that r5 has two
LDP signaled LSPs that are associated with the loopback addresses of r6 and r7, respectively:

Tab@r5> show route table inet.3
inet.3: 2 destinations, 2 routes (2 active, 0 holddown, 0 hidden)

Restart Complete
+ = Active Route, - = Last Active, * = Both
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10.0.9.6/32 *[LDP/9] 00:04:05, metric 1
> to 10.0.8.5 via fe-0/0/0.0
10.0.9.7/32 *[LDP/9] 00:04:24, metric 1

> to 10.0.8.10 via fe-0/0/1.0

As hoped for, two LDP signaled LSPs have been established at r5. These LSPs were estab-
lished as a result of r6 and r7 using these LDP sessions to advertise their lo0-based FEC
along with their choice of MPLS label to r5. The lack of label-related actions (swap, push,
pop, etc.) for the LDP signaled LSPs in the previous display is an indication that Penultimate
Hop Popping (PHP) is in place. Because r5 is the penultimate hop for the LSPs that have been
established to r6 and r7, no label operation occurs when packets are sourced at r5 and targeted
at the loopback address of either ré or r7. Put another way, no labels are pushed, popped,
or swapped on an LSP that consists of a single hop. A quick look at the LDP database on r5
confirms that both r6 and r7 have signaled a desire for PHP behavior by virtue of their advertising
reserved label 3 in conjunction with their o0 FECs:

Tab@r5> show 1dp database
Input Tabel database, 10.0.3.5:0--10.0.9.6:0
Label Prefix
100002 10.0.3.5/32
3 10.0.9.6/32
100003 10.0.9.7/32

Output label database, 10.0.3.5:0--10.0.9.6:0
Label Prefix
3 10.0.3.5/32
100004 10.0.9.6/32
100003 10.0.9.7/32

Input Tabel database, 10.0.3.5:0--10.0.9.7:0
Label Prefix
100004 10.0.3.5/32
100005 10.0.9.6/32
3 10.0.9.7/32

Output label database, 10.0.3.5:0--10.0.9.7:0
Label Prefix
3 10.0.3.5/32
100004 10.0.9.6/32
100003 10.0.9.7/32
The display can be confusing, owing to the fact that LDP does not implement split horizon,
and therefore re-advertises the FEC it receives from a given peer back to that peer. This is
normal behavior for LDP, as LDP’s reliance on the IGP to prevent loops means there is no need
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to implement some form of split horizon. Focusing on the highlighted portions of r5’s LDP

database, we can see that:

= r7 has advertised a 10.0.9.7/32 FEC with label value 3. This entry appears in r5’s input
database for the LDP session between r5 and r7. This 10.0.9.7 database entry results in
the creation of an LSP between r5 and r7’s loopback address. The presence of this LSP
is indicated by the 10.0.9.7 entry in r5’s inet. 3 routing table (shown previously).

*  r7 has sent the label bindings that it received from r5 back to r5, which accounts for
r5’s input database indicating FECs for 10.0.3.5 and 10.0.9.6 for the 10.0.3.5:0--
10.0.9.7:0 LDP session.

*  The output database on r5 indicates that r7 should have two LDP signaled LSPs: one with
no label operation (PHP is signaled with label value 3) that is associated with r5 itself, and
another that will push label 100004 onto packets destined for r6’s 10.0.9.6 loopback address.

To confirm this prediction, you analyze r7’s inet.3 routing table:

Tab@r7> show route table inet.3

inet.3: 2 destinations, 2 routes (2 active, 0 holddown, 0 hidden)
Restart Complete

+ = Active Route, - = Last Active, * = Both

10.0.3.5/32 *[LDP/9] 00:17:52, metric 1
> to 10.0.8.9 via fe-0/3/1.0

10.0.9.6/32 *[LDP/9] 00:17:52, metric 1

> to 10.0.8.9 via fe-0/3/1.0, Push 100004

As predicted, two LDP signaled LSPs are present at r7. The highlights call out the label push
operation associated with the 10.0.9.6/32 address. A quick display of the route to 10.0.9.6 con-
firms that r7 now has both an IGP entry in inet.0 and an LDP entry in inet. 3 for this prefix:

T1ab@r7> show route 10.0.9.6

inet.0: 125622 destinations, 125628 routes (125622 active, 0 holddown, O hidden)
Restart Complete
+ = Active Route, - = Last Active, * = Both

10.0.9.6/32 *[IS-IS/15] 03:06:21, metric 20
> to 10.0.8.9 via fe-0/3/1.0

inet.3: 2 destinations, 2 routes (2 active, 0 holddown, 0 hidden)
Restart Complete
+ = Active Route, - = Last Active, * = Both
10.0.9.6/32 *[LDP/9] 00:20:30, metric 1
> to 10.0.8.9 via fe-0/3/1.0, Push 100004
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So far, your LDP confirmation checks have indicated that all aspects of the LDP signaling
configuration scenario are working as required. The final check of LDP operation is to verify
that traffic flowing between customer locations uses the LDP signaled LSPs. Note that LDP
signaled LSPs are not displayed in the output of the show mp1s 1sp command. The fact that
only RSVP signaled LSPs are listed in the output of this command has been known to cause
candidates to believe that their LDP signaled LSPs are broken!

[edit]

Tab@r7# run show mpls 1sp
Ingress LSP: 0 sessions

Total O displayed, Up 0, Down 0O

Egress LSP: 0 sessions
Total O displayed, Up 0, Down O

Transit LSP: 0 sessions
Total O displayed, Up 0, Down O

Candidates are often confused about when traffic will, or will not, be mapped

ITE to an LSP. As a general rule, only the traffic associated with BGP next hops
that resolve through inet.3 will be transported over an LSP. Later portions
of this chapter will detail MPLS routing table integration, but for now it is
sufficient to state that with default settings, traceroutes from r7 to 10.0.9.6
will not use the LSP, while traceroutes from r7 to BGP destinations that resolve
to 10.0.9.6 as the BGP next hop will use the LSP.

You next verify that traffic between C1 and C2 is forwarded over the LDP signaled LSP
between r6 and r7 by conducting traceroute testing from either the customer locations or
the LSP endpoints themselves. The former approach is shown here, with this capture taken
from C1:
lab@cl> traceroute 220.220.0.1 source 200.200.0.1

traceroute to 220.220.0.1 (220.220.0.1) from 200.200.0.1, 30 hops max, 40 byte
packets

172.16.0.5 (172.16.0.5) 0.385 ms 0.303 ms 0.295 ms
10.0.2.5 (10.0.2.5) 0.342 ms 0.322 ms 0.315 ms
10.0.2.13 (10.0.2.13) 0.266 ms 0.227 ms 0.223 ms
220.220.0.1 (220.220.0.1) 0.342 ms 0.320 ms 0.319 ms

AW N R

Though the traceroute from C1 to C2 succeeds, nothing in the output confirms the presence
of LSP-based forwarding. Fortunately you happen to notice that the first hop in the traceroute
points to r4, as opposed to r7. A forwarding decision such as this at C1 accounts for the lack
of LSP hops in the traceroute. Failing to make this observation could lead to a candidate messing
around with the LDP configurations at r5, r6, and r7, when the problem has nothing at all
to do with LDP and MPLS! A show route command confirms your suspicions, by indicating
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that r4’s 220.220/16 advertisement is preferred over r7’s due to their respective router IDs:
Tab@c1> show route 220.220.0.1 detail

inet.0: 125561 destinations, 251118 routes (125561 active, 0 holddown, 2 hidden)
220.220.0.0/16 (2 entries, 1 announced)
*BGP Preference: 170/-101
Source: 172.16.0.5
Nexthop: 172.16.0.5 via fe-0/0/0.0, selected
State: <Active Ext>
Local AS: 65010 Peer AS: 65412
Age: 36:39
Task: BGP_65412.172.16.0.5+179
Announcement bits (2): 0-KRT 1-BGP.0.0.0.0+179
AS path: 65412 65020 I
Localpref: 100
Router ID: 10.0.3.4
BGP Preference: 170/-101
Source: 172.16.0.1
Nexthop: 172.16.0.1 via fe-0/0/1.0, selected
State: <NotBest Ext>
Inactive reason: Router ID
Local AS: 65010 Peer AS: 65412
Age: 34:30
Task: BGP_65412.172.16.0.1+2759
AS path: 65412 65020 I
Localpref: 100
Router ID: 10.0.9.7
While this situation could be fixed with the manipulation of BGP attributes such as MED,
a more direct solution is presented here:

Tab@cl> traceroute 220.220.0.1 source 200.200.0.1 bypass-routing gateway
172.16.0.1

traceroute to 220.220.0.1 (172.16.0.1) from 200.200.0.1, 30 hops max, 48 byte
packets

1 172.16.0.1 (172.16.0.1) 0.254 ms 0.158 ms 0.148 ms

2 10.0.8.9 (10.0.8.9) 0.656 ms 0.577 ms 0.582 ms
MPLS Label=100004 CoS=0 TTL=1 S=1

3 10.0.8.5 (10.0.8.5) 0.350 ms 0.322 ms 0.320 ms
220.220.0.1 (220.220.0.1) 0.436 ms 0.420 ms 0.416 ms

Excellent! The use of bypass-routing along with the specification of r7’s EBGP peering
address as the gateway has resulted in C1 forwarding packets addressed to 220.220.0.1
through r7. Further, the presence of MPLS-based forwarding between r7 and r6 is clearly
indicated by the 100004 label value shown at hop 2 in the traceroute output. Recall that
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previous confirmation steps have determined that r7 should push label 10004 onto any packets
that are associated with a BGP next hop of 10.0.9.6, and this is exactly what you are seeing!
You can also verify proper LSP forwarding from the LSP endpoints, as in this example taken
from reé:
Tab@r6> traceroute 10.0.9.7
traceroute to 10.0.9.7 (10.0.9.7), 30 hops max, 40 byte packets
1 10.0.8.6 (10.0.8.6) 0.561 ms 0.351 ms 0.268 ms
2 10.0.9.7 (10.0.9.7) 0.160 ms 0.162 ms 0.131 ms
The output from a traceroute to 10.0.9.7 confirms that, by default, traffic destined to the LSP
endpoint is not actually subjected to LSP forwarding. By altering the traceroute target to target
one of the routes being advertised by C1, the presence of LSP forwarding is again confirmed:
lab@r6> traceroute 200.200.0.1
traceroute to 200.200.0.1 (200.200.0.1), 30 hops max, 40 byte packets
1 10.0.8.6 (10.0.8.6) 0.623 ms 0.504 ms 0.450 ms
MPLS Label1=100003 CoS=0 TTL=1 S=1
2 10.0.8.10 (10.0.8.10) 0.154 ms 0.154 ms 0.135 ms
3 200.200.0.1 (200.200.0.1) 0.222 ms 0.206 ms 0.187 ms
The final verification task is to confirm that LDP statistics gathering is functioning in
accordance with the scenario’s parameters. The following commands confirm that statistics
gathering is enabled, and that the correct file is being used to house these statistics:

Tab@r6> show 1dp traffic-statistics

FEC Type Packets Bytes Shared
10.0.3.5/32 Transit 0 0 No
Ingress 0 0 No

10.0.9.7/32 Transit 0 0 No
Ingress 21 1032 No

LDP statistics are being accumulated, so correct log file usage is confirmed next:
Tab@r6> show log Tdp-stats
Feb 13 03:53:02 trace_on: Tracing to "/var/log/ldp-stats" started

FEC Type Packets Bytes Shared
10.0.3.5/32 Transit 0 0 No
Ingress 0 0 No
10.0.9.7/32 Transit 0 0 No
Ingress 0 0 No

Feb 13 03:54:33, read statistics for 2 FECs in 00:00:01 seconds (5 queries)

The output from ré confirms that you have correctly configured LDP statistics gathering
based on the specified criteria. You should confirm that r5 and r7 generate similar LDP statistics
output before deciding to move on.

The results of your traceroute testing, taken in conjunction with the LDP neighbor and
session status output shown previously, confirm that you have met all requirements for the
LDP signaled LSP configuration scenario.
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LDP Summary

The LDP protocol is used to dynamically signal MPLS LSPs. You must configure family mpls
support on your router interfaces, and enable a MPLS instance on the router before you can
dynamically signal LSPs. The configuration and operation of LDP is pretty straightforward. At
a minimum, you must configure an LDP instance and associate one or more MPLS-enabled
interfaces with the LDP instance before LDP signaling can begin. Once configured, LDP will
automatically detect neighbors and establish a TCP-based session to each neighbor for the
purpose of establishing LSPs through the exchange of FECs. Heck, the hardest part about LDP
is preventing the automatic establishment of LSPs to all other LDP-enabled routers! LDP relies
on the IGP for loop detection and forwarding, which means that the LDP does not support
traffic engineering in that the forwarding path of an LDP signaled LSP will always match that
used by the IGP.

By default, JUNOS software will automatically advertise a FEC for /32 interface routes,
which in most cases means that each router will advertise a FEC for its loopback address/
RID only.

Various commands are available to monitor the operation of LDP and to view the resulting
label database. LDP signaled LSPs are placed into the inet. 3 routing table by default. Because
entries in inet. 3 are used only for BGP next hop resolution, traffic sent to internal addresses,
or the tunnel endpoint itself, will not be forwarded over the signaled LSP.

RSVP Signaled LSPs

This section covers various configuration topics that relate to the use of RSVP signaling for
LSP establishment. You begin by adding basic RSVP functionality to the test bed; as the
section progresses, you will be adding routing constraints in the form of Explicit Route Objects
(EROs) and/or online path calculation using the Constrained Shortest Path First (CSPF)
algorithm.

You begin your RSVP configuration scenario with the addition of an RSVP signaled LSP to
the test bed. This LSP must adhere to these criteria:

»  Use RSVP signaling to establish LSP ri-r7.
=  Ensure that the LSP follows the IGP’s shortest path between rl and r7.
= Configure the LSP to reserve 10Mbps of bandwidth.

=  Configure rl and r3 to authenticate their RSVP signaling exchanges using key jnx.

Configuring Baseline MPLS Support on Remaining Routers

Before adding RSVP signaling, it is suggested that you configure all routers in the test bed with
baseline MPLS functionality. This baseline functionality can be added to each router as needed,
but this author has found that all too often these basic configuration settings are overlooked
when LSPs are later being added to your network, which can lead to lost time as you find
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yourself troubleshooting every LSP you try to establish. Refer to Figure 2.3 for the topology
specifics needed to complete this scenario.

FIGURE 2.3 RSVP signaling topology
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You begin this configuration task by adding baseline MPLS functionality to all routers in
the test bed. This is accomplished by configuring the mp1s family on all remaining internal
facing transit interfaces and by creating an MPLS instance on each router in the test bed. The
command sequence shown next correctly adds the mp1s family to r1’s internal facing transit
interfaces. Note that MPLS is added to r1’s fe-0/0/0 interface at this time because the 10.0.5/24
subnet is considered an internal prefix:

[edit]
Tab@rl# edit interfaces
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[edit interfaces]
Tab@rl# set fe-0/0/0 unit 0 family mpls

[edit interfaces]
Tab@rl# set fe-0/0/1 unit 0 family mpls

[edit interfaces]
Tab@rl# set fe-0/0/2 unit 0 family mpls

[edit interfaces]
Tab@rl# set fe-0/0/3 unit 0 family mpls
With protocol family support correctly configured on rl, you now define r1’s MPLS instance;
be sure that you list all transit interfaces either explicitly, or implicitly, through the use of an
interface all statement, as shown in this example:
[edit]
Tab@rl# set protocols mpls interface all
The modified configuration for rl is shown with the MPLS-related changes highlighted.
[edit]
lab@rl# show interfaces
fe-0/0/0 {
unit 0 {
family inet {
address 10.0.5.1/24;
}
family iso;
family mpls;

}
fe-0/0/1 {
unit 0 {
family inet {
address 10.0.4.14/30;

}
family iso;
family mpls;

}
fe-0/0/2 {
unit 0 {
family inet {
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address 10.0.4.5/30;
}
family iso;
family mpls;

}
fe-0/0/3 {
unit 0 {
family inet {
address 10.0.4.18/30;

}
family iso;
family mpls;

}
fxp0 {
unit 0 {
family inet {
address 10.0.1.1/24;

}
To0 {
unit 0 {
family inet {
address 10.0.6.1/32;
}
family iso {
address 49.0001.1111.1111.1111.00;

[edit]
Tab@rl# show protocols
mpls {

interface all;
1
bgp {

group int {
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type internal;
Tocal-address 10.0.6.1;
neighbor 10.0.6.2;
neighbor 10.0.3.3;
neighbor 10.0.3.4;
neighbor 10.0.3.5;
neighbor 10.0.9.6;
neighbor 10.0.9.7;

}
group pl {
type external;
export ebgp-out;
neighbor 10.0.5.254 {
peer-as 65050;
}
}
}
isis {

level 2 disable;

interface fe-0/0/0.0 {
passive;

}

interface fe-0/0/1.0;

interface fe-0/0/2.0;

interface fe-0/0/3.0;

interface 100.0;

With the modifications committed, operational output from r1 confirms that all internal
facing transit interfaces have been correctly enabled for MPLS:

[edit]

Tab@rl# run show mpls interface

Interface State Administrative groups
fe-0/0/0.0 Up <none>

fe-0/0/1.0 Up <none>

fe-0/0/2.0 Up <none>

fe-0/0/3.0 Up <none>

Before proceeding to the next section, you should configure baseline MPLS support on r2,
r3, and r4 using similar commands. Be sure to verify your work by listing the router’s MPLS
interfaces after you commit your changes. You should not enable MPLS support on EBGP-
facing interfaces at r3, r4, or r6 at this time.
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r4’s configuration is now displayed with the MPLS-related additions highlighted. Note
the correct specification of unit 100 for its s0-0/1.0 interface declaration in the mp1s stanza;

specifying the correct interface units is critical for proper operation.
[edit]

Tab@r4# show protocols mpls

interface so-0/1/0.100;

interface so-0/1/1.0;

interface fe-0/0/1.0;

interface fe-0/0/2.0;

interface fe-0/0/3.0;

[edit]
Tab@r4# show 1interfaces
fe-0/0/0 {
unit 0 {
family inet {
address 172.16.0.5/30;

}
fe-0/0/1 {
unit 0 {
family inet {
address 10.0.4.9/30;

}
family iso;
family mpls;

}
fe-0/0/2 {
unit 0 {
family inet {
address 10.0.4.17/30;

}
family iso;
family mpls;

}
fe-0/0/3 {
unit 0 {
family inet {
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address 10.0.2.18/30;
}
family iso;
family mpls;

}
so-0/1/0 {
encapsulation frame-relay;
unit 100 {
dlci 100;
family inet {
address 10.0.2.6/30;
}
family iso;
family mpls;

}
so-0/1/1 {
encapsulation ppp;
unit 0 {
family inet {
address 10.0.2.10/30;
}
family iso;
family mpls;

}
fxp0 {
unit 0 {
family inet {
address 10.0.1.4/24;

}
To0 {
unit 0 {
family inet {
address 10.0.3.4/32;
}
family iso {
address 49.0001.4444.4444.4444.00;
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To confirm baseline MPLS functionality at r4, a show mp1s interface command is
issued:

[edit]

Tab@r4# run show mpls interface

Interface State Administrative groups
fe-0/0/1.0 Up <none>

fe-0/0/2.0 Up <none>

fe-0/0/3.0 Up <none>

so-0/1/0.100 Up <none>

so-0/1/1.0 Up <none>

The output indicates that r4’s interfaces and baseline MPLS functionality are properly
configured for the current JNCIE test bed topology. You should ensure that all seven routers
in the test bed have similar baseline MPLS functionality before proceeding to the next
section.

Enabling RSVP Signaling

In order to successfully signal an LSP with RSVP, all routers in the LSP’s path must be config-
ured to support the RSVP protocol. While you can choose to enable RSVP on an as needed
basis, it is recommended that you take the time to set up RSVP on all routers in the test bed
before defining your first RSVP signaled LSP. Such preconfiguration often means that you will
not have to spend time troubleshooting issues relating to the lack of RSVP support with each
new LSP that is later added to the test bed.

Before deciding to add a given functionality to all routers in the test bed, you should verify
that such actions are not outside the parameters of your particular configuration scenario.
Because no RSVP-related restrictions are defined in this case, you decide to enable RSVP on all
routers. You begin on r3 by configuring all of r3’s internal-facing transit interfaces as being
RSVP capable. The keyword a11 could also be used in lieu of explicit interface listing. When
using the al1 keyword, it is recommended that you explicitly disable RSVP support on the
router’s fxp0 interface.

[edit]
Tab@r3# set protocols rsvp interface fe-0/0/0

[edit]
Tab@r3# set protocols rsvp interface fe-0/0/1

[edit]
Tab@r3# set protocols rsvp interface fe-0/0/3
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[edit]
Tab@r3# set protocols rsvp interface at-0/1/0

[edit]
Tab@r3# set protocols rsvp interface so-0/2/0.100

Note that the default logical unit value of 0 is implied on all of r3’s RSVP interface declarations
with the exception of the specification of the non-default unit 100 for r3’s s0-0/2/0 interface. The
changes are committed, and the RSVP-enabled interfaces are displayed to validate your work:
[edit]
Tab@r3# commit
commit complete

[edit]
Tab@r3# run show rsvp interface
RSVP interface: 5 active

Active Static Available Reserved Highwater
Interface State resv Subscription BW BW BW mark
fe-0/0/0.0 Up 0 100% 100Mbps 100Mbps Obps Obps
fe-0/0/1.0 Up 0 100% 100Mbps 100Mbps Obps Obps
fe-0/0/3.0 Up 0 100% 100Mbps 100Mbps Obps Obps
at-0/1/0.0 Up 0 100% 155.52Mbps 155.52Mbps Obps Obps
so-0/2/0.100 Up 0 100% 155.52Mbps 155.52Mbps Obps Obps

The display correctly lists all of r3’s internal-facing transit interfaces as being RSVP capable.
Note that all of the interfaces are listed as Up, and that by default all interfaces will allow
100 percent of their bandwidth to be reserved by RSVP. You should enter similar commands on
all remaining routers and verify that the correct interfaces are listed as Up in the show rsvp
interfaces display before proceeding to the next section. The following capture shows a
functional configuration for r2; note the use of the a1l keyword in this example, and the
explicit disabling of the fxp0 interface to make sure no RSVP signaling exchanges can occur
over the OoB network segment:

[edit]
Tab@r2# show protocols rsvp
interface all;
interface fxp0.0 {
disable;

After the changes are committed, the correct RSVP interface listing is confirmed. Note the
absence of the fxp0 interface in the resulting output:

[edit]
Tab@r2# run show rsvp interface
RSVP interface: 4 active
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Active Static Available Reserved Highwater
Interface State resv Subscription BW BW BW mark
fe-0/0/0.0 Up 0 100% 100Mbps 100Mbps Obps Obps
fe-0/0/1.0 Up 0 100% 100Mbps 100Mbps Obps Obps
fe-0/0/2.0 Up 0 100% 100Mbps 100Mbps Obps Obps
fe-0/0/3.0 Up 0 100% 100Mbps 100Mbps Obps Obps

With all routers confirmed as supporting RSVP signaling on the correct interfaces, you
decide to issue a RSVP neighbor command on r3:
[edit]
Tab@r3# run show rsvp neighbor
RSVP neighbor: 0 Tearned

[edit]
Tabe@r3#

The lack of detected RSVP neighbors on r3 could lead the uninitiated to believe that
something is wrong with their baseline MPLS and RSVP configurations. In reality, the lack
of neighbors is not a symptom of problems at all, because RSVP neighbors are detected only
when LSPs are actually signaled. For now, the lack of RSVP neighbors is considered par for the
course, so you proceed to the next section.

Configuring RSVP Authentication

With RSVP signaling now enabled on all routers in the test bed, you could try to establish the
LSP from rl to r7 before adding additional constraints such as the bandwidth limits, and
the need for authentication between rl and r3. The upside to this approach is that many aspects
of your baseline MPLS and RSVP configurations can be quickly validated by the ability to
establish such a bare-bones RSVP signaled LSP. The downside to the “start basic and add
restrictions later” approach is that, many times, a candidate will simply forget to revisit the
specifics once the main aspects of the task are operational.

In this example, you decide to revisit the RSVP configuration of rl and r3 now so that you do
not forget to add RSVP authentication later. You start with rl by specifying that authentication
is to be used on the fe-0/0/1 interface:

[edit protocols rsvp]
Tab@rl# set interface fe-0/0/1 authentication-key jnx

[edit protocol rsvp]
Tab@rl# show
interface all;
interface fxp0.0 {
disable;
}
interface fe-0/0/1.0 {
authentication-key "$9$MKZL7Vji.mT3"; # SECRET-DATA

1
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You confirm that authentication is in effect on the correct interface(s) by adding the detailed
switch to the show rsvp interface command:
[edit]
Tab@rl# run show rsvp interface detail | find fe-0/0/1
fe-0/0/1.0 Index 3, State Ena/Up
Authentication, NoAggregate, NoReliable, NoLinkProtection
HelloInterval 9(second)
Address 10.0.4.14
ActiveResv 0, PreemptionCnt 0, Update threshold 10%
Subscription 100%, StaticBW 100Mbps, AvailableBW 100Mbps

Total Last 5 seconds
PacketType Sent Received Sent Received
Path 0 0 0 0
PathErr 0 0 0 0
PathTear 0 0 0 0
Resv 0 0 0 0
ResvErr 0 0 0 0
ResvTear 0 0 0 0
Hello 0 0 0 0
Ack 0 0 0 0
Srefresh 0 0 0 0
EndtoEnd RSVP 0 0 0 0

You now add similar authentication to r3’s fe-0/0/0 interface:
[edit]
Tab@r3# set protocols rsvp interface fe-0/0/0.0 authentication-key jnx

You commit the authentication-related changes to r3 and proceed to the next section.

Configuring and Verifying RSVP Signaled LSP

With all routers in the test bed ready to support RSVP signaling, and RSVP authentication

in place between rl and r3, it is now time to define the r1-r7 LSP in accordance with the
requirements of this configuration scenario. The following commands are entered at r1, the LSP
ingress node, to define the LSP:

[edit protocols mpls]

Tab@rl# set label-switched-path ri-r7 to 10.0.9.7

[edit protocols mpls]
Tab@rl# set label-switched-path ri-r7 bandwidth 10m

The resulting LSP configuration is shown. Note that the m suffix is added to the bandwidth
argument to correctly request 10Mbps of bandwidth as opposed to 10bps:

[edit protocols mpls]
Tab@rl# show
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label-switched-path rl-r7 {

to 10.0.9.7;

bandwidth 10m;

1

interface all;
After committing the change, the status of the new LSP is determined:
Tab@r1l> show rsvp session

Ingress RSVP: 0 sessions
Total O displayed, Up 0, Down 0O

Egress RSVP: 0 sessions
Total O displayed, Up 0, Down 0O

Transit RSVP: 0 sessions
Total O displayed, Up 0, Down 0O

The output is somewhat of a buzzkill, in that the display indicates that the r1-r7 LSP has failed
to be established. You should wait at least a minute or so before taking diagnostic or corrective
actions, owing to RSVP’s default 30-second retry timer. After waiting another 30 seconds or so, you
confirm that things have not improved, so you issue a show mp1s 1sp extensive command to get
maximum information about what is, or is not, happening with your new RSVP signaled LSP:
Tab@rl> show mpls Isp extensive
Ingress LSP: 1 sessions

10.0.9.7
From: 0.0.0.0, State: Dn, ActiveRoute: 0, LSPname: rl-r7
ActivePath: (none)
LoadBaTlance: Random
Encoding type: Packet, Switching type: Packet, GPID: IPv4
Primary State: Dn
Bandwidth: 10Mbps
Will be enqueued for recomputation in 28 second(s).
1 Feb 14 05:05:09 CSPF failed: no route toward 10.0.9.7[12 times]
Created: Fri Feb 14 04:54:22 2003
Total 1 displayed, Up 0, Down 1

Egress LSP: 0 sessions
Total O displayed, Up 0, Down O

Transit LSP: O sessions
Total O displayed, Up 0, Down O
The highlighted fields in the output provide a veritable silver bullet for your problem. It seems

that rl is unable to complete its online path calculation using the Constrained Shortest Path First
(CSPF) algorithm, and therefore RSVP has never been notified that it should even attempt to signal

Copyright ©2003 SYBEX Inc., 1151 Marina Village Parkway, Alameda, CA 94501.  www.sybex.com


http://www.sybex.com

RSVP Signaled LSPs 153

the LSP. In this case, the CSPF algorithm fails due to the lack of entries in the Traffic Engineering

Database (TED) for routers outside of the Level 1 IS-IS area 0001. This is a normal occurrence for

a Multi-Level IS-IS topology in that traffic engineering TLVs are not leaked between IS-IS levels.
In this case, CSPF is not even needed, because the requirements state that the ri—r7 LSP

should be routed according to the IGP’s shortest path anyway. Given the current situation, you

opt to disable CSPF with the following command:

[edit protocols mpls]

Tab@rl# set label-switched-path rl1-r7 no-cspf

[edit protocols mpls]
Tab@rl# commit
commit complete
After the changes are committed, the status of the new LSP is confirmed:
[edit protocols mpls]

Tab@rl# run show rsvp session detail
Ingress RSVP: 1 sessions

10.0.9.7
From: 10.0.6.1, LSPstate: Up, ActiveRoute: 0
LSPname: rl-r7, LSPpath: Primary

Suggested Tabel received: -, Suggested Tabel sent: -
Recovery Tlabel received: -, Recovery label sent: 100000
Resv style: 1 FF, Label in: -, Label out: 100000

Time left: -, Since: Fri Feb 14 05:14:41 2003

Tspec: rate 10Mbps size 10Mbps peak Infbps m 20 M 1500

Port number: sender 2 receiver 11897 protocol 0

PATH rcvfrom: localclient

PATH sentto: 10.0.4.13 (fe-0/0/1.0) 4 pkts

RESV rcvfrom: 10.0.4.13 (fe-0/0/1.0) 4 pkts

Record route: <self> 10.0.4.13 10.0.2.1 10.0.8.10
Total 1 displayed, Up 1, Down O

Egress RSVP: 0 sessions
Total 0 displayed, Up 0, Down O

Transit RSVP: 0 sessions
Total O displayed, Up 0, Down O

Excellent! The LSP from r1l to r7 has been successfully established, as indicated by the
highlighted portions of the capture. A quick display of r1’s inet.3 routing table confirms
the presence of an RSVP signaled LSP to 10.0.9.7:

[edit]
1ab@rl# run show route table inet.3
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inet.3: 1 destinations, 1 routes (1 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

10.0.9.7/32 *[RSVP/7] 00:30:33, metric 10

> to 10.0.4.17 via fe-0/0/1.0, label-switched-path rl-r7

Although the reservation of 10Mbps was confirmed in the show rsvp session detail

display at r1 shown earlier, another quick check is performed on transit LSR r
definitive confirmation that all is well with the r1-r7 LSP:

[edit]

Tab@r5# run show rsvp interface

RSVP interface: 4 active

5 to provide

Active Static Available Reserved Highwater
Interface State resv  Subscription BW BW BW mark
fe-0/0/0.0 Up 0 100% 100Mbps 100Mbps Obps Obps
fe-0/0/1.0 Up 1 100% 100Mbps 90Mbps 10Mbps 10Mbps
so-0/1/0.0 Up 0 100% 155.52Mbps 155.52Mbps Obps Obps
at-0/2/1.0 Up 0 100% 155.52Mbps 155.52Mbps Obps Obps

The highlighted entry confirms that r5 has a single RSVP reservation that consumes 10Mbps of
bandwidth on its fe-0/0/1 interface. These results indicate that you have met the requirements

of the RSVP signaled LSP configuration scenario.

ITE be established without the use of a Traffic Engineering Database (TED) and the

%’ Many candidates are surprised to find that a bandwidth constrained LSP can

CSPF algorithm. Because RSVP was intended to support Quality of Service
(QoS) over the Internet, it always had built-in support for session-based band-
width reservations. Because RSVP lacks a network-wide view of the current

state of network resources, there is a chance that no path in th
honor the reservation, which causes the RSVP session to fail

e network can
somewhere

between ingress and egress routers. Note that the look-ahead capability of
CSPF will prevent the transmission of a futile RSVP Path message because
no ERO will be provided to RSVP for signaling when CSPF cannot find an end-

to-end path that honors the user’s constraints.

@ Real World Scenario

RSVP Troubleshooting

In this troubleshooting case study, the unconstrained RSVP LSP from r1to r7 is being routed

through r4 instead of r3; in this case the alteration in the LSP’s path is a function of

deactivating

r1’s fe-0/0/1 interface (not shown). Note that the LSP was being routed over rl1’s fe-0/0/1

Copyright ©2003 SYBEX Inc., 1151 Marina Village Parkway, Alameda, CA 94501.

www.sybex.com


http://www.sybex.com

RSVP Signaled LSPs 155

interface to r3 before the interface deactivation. You begin with a determination that the ri-r7
LSP is down, and that r4 is now the first hop LSR:

[edit]
Tab@rl# run show rsvp session detail
Ingress RSVP: 1 sessions

10.0.9.7
From: 10.0.6.1, LSPstate: Dn, ActiveRoute: 0
LSPname: rl-r7, LSPpath: Primary

Suggested label received: -, Suggested label sent: -
Recovery label received: -, Recovery label sent: -
Resv style: 0 -, Label in: -, Label out: -

Time left: -, Since: Fri Feb 14 05:21:19 2003

Tspec: rate 10Mbps size 10Mbps peak Infbps m 20 M 1500
Port number: sender 3 receiver 11897 protocol 0
PATH rcvfrom: localclient
PATH sentto: 10.0.4.17 (fe-0/0/3.0) 53 pkts
Record route: <self> ...incomplete
Total 1 displayed, Up 0, Down 1

Egress RSVP: 0 sessions
Total 0 displayed, Up 0, Down 0

Transit RSVP: 0 sessions
Total 0 displayed, Up 0, Down 0

The highlights confirm that the LSP has not been established, and that the routing of the new
LSP made itas faras r4’s 10.0.4.17 address. In situations like these, RSVP tracing often provides
valuable clues as to the nature of the problem. Armed with the knowledge that things seemed
fine until the path message hit r4, you configure RSVP tracing on r4, as shown here:

[edit]
Tab@r4# show protocols rsvp
traceoptions {

file rsvp;

flag error detail;

flag path detail;

flag pathtear detail;

}

interface all;

interface fxp0.0 {
disable;

}

A few moments after you commit the tracing changes and begin monitoring the rsvp log file,
the following output is observed:

[edit]

Tab@r4# Feb 13 22:04:36 RSVP recv Path 10.0.6.1->10.0.9.7 Len=188 fe-0/0/2.0

Feb 13 22:04:36 Session7 Len 16 10.0.9.7(port/tunnel ID 11897) Proto O

Feb 13 22:04:36  Hop Len 12 10.0.4.18/0x0c044330

Feb 13 22:04:36 Time Len 8 30000 ms

Feb 13 22:04:36  SessionAttribute Len 16 Prio (7,0) flag Ox0 "rl-r7"

Feb 13 22:04:36 Sender7 Len 12 10.0.6.1(port/Isp ID 3)

Feb 13 22:04:36  Tspec Len 36 rate 10Mbps size 10Mbps peak Infbps m 20 M 1500
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Feb 13 22:04:36  ADspec Len 48

Feb 13 22:04:36 LabelRequest Len 8 EtherType 0x800

Feb 13 22:04:36  Properties Len 12 Primary path

Feb 13 22:04:36 RecRoute Len 12 10.0.4.18

Feb 13 22:04:37 RSVP send Path 10.0.6.1->10.0.9.7 Len=196 fe-0/0/3.0

Feb 13 22:04:37 Session7 Len 16 10.0.9.7(port/tunnel ID 11897) Proto 0
Feb 13 22:04:37 Hop Len 12 10.0.2.18/0x0a778330

Feb 13 22:04:37 Time Len 8 30000 ms

Feb 13 22:04:37 SessionAttribute Len 16 Prio (7,0) flag Ox0 "rl-r7"
Feb 13 22:04:37 Sender7 Len 12 10.0.6.1(port/Isp ID 3)

Feb 13 22:04:37  Tspec Len 36 rate 10Mbps size 10Mbps peak Infbps m 20 M 1500
Feb 13 22:04:37 ADspec Len 48

Feb 13 22:04:37 LabelRequest Len 8 EtherType 0x800

Feb 13 22:04:37 Properties Len 12 Primary path

Feb 13 22:04:37 RecRoute Len 20 10.0.2.18 10.0.4.18

The trace output makes it clear that r4 correctly received the path request from rl. The output
goes on to indicate that the path request was sent on to r7 over r4’s fe-0/0/3 interface. With this
information, the focus shifts to r7 as the problem, because we know the path message was
correctly sent to r7 over its fe-0/3/3 interface, but all indications are that r7 has simply ignored
the RSVP message.

After placing a similar RSVP tracing configuration into effect on r7, you note that nothing is
displayed, even after several minutes. The lack of RSVP trace output should mean one of two
things. Either r7 never received the path message due to a communications error, or r7 has
silently discarded the path message due to a lack of RSVP support on the related interface—that
is, policed discards are occurring. After successfully pinging r4's fe-0/0/3 interface, communi-
cation over the 10.0.2.16/30 subnet is confirmed to be operational, so attention shifts to the
RSVP configuration on r7. After displaying r7’s RSVP stanza, the problem becomes apparent:
r7 is not running RSVP on its fe-0/3/3 interface after all!

[edit]

Tab@r7# run ping 10.0.2.18 rapid count 5

PING 10.0.2.18 (10.0.2.18): 56 data bytes

--- 10.0.2.18 ping statistics ---

5 packets transmitted, 5 packets received, 0% packet loss
round-trip min/avg/max/stddev = 0.422/0.517/0.722/0.117 ms

[edit]
Tab@r7# show protocols rsvp
traceoptions {

file rsvp;

flag path detail;

flag error detail;

}
interface fe-0/3/1
interface fe-0/3/2

You decide to use the rename function to change the erroneous fe-0/3/2 statement to the correct
value of fe-0/3/3. After committing your changes, the r1-r7 RSVP signaled LSP is correctly

established over the alternative path through r4. In this example, the trace-related configuration
is removed when the problem has been resolved. Leaving a tracing configuration in effect is
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usually pretty safe, but even so, it is suggested that you remove any configuration elements that
are no longer required, just to reduce configuration clutter, if for no other reason. In certain
cases, such as when you forget to remove an old OSPF tracing stanza while you also mistakenly
redistribute an entire BGP table into your IGP, you may well wish you had deleted that unnec-
essary tracing setup after all. Here, the added tracing burden can only serve to tax an already
strained platform, and although there should be no “chunk emission,” things are not made
better by the presence of an ever-churning RSVP trace file.

[edit protocols rsvp]
Tab@r7# delete traceoptions

[edit protocols rsvp]
Tab@r7# rename interface fe-0/3/2 to interface fe-0/3/3

[edit protocols rsvp]
Tab@r7# commit

[edit protocols rsvp]

Tab@r7# run show rsvp session
Ingress RSVP: 0 sessions

Total 0 displayed, Up 0, Down 0

Egress RSVP: 1 sessions

To From State Rt Style Labelin Labelout LSPname
10.0.9.7 10.0.6.1 Up 0 1FF 3 - rl-r7
Total 1 displayed, Up 1, Down 0

Transit RSVP: 0 sessions
Total 0 displayed, Up 0, Down 0

Constrained Routing

The LSPs that you have created so far have all followed the shortest path contours dictated by
your IGP’s view of the shortest path between any two points. In the case of LDP, you have no
other choice, because LDP does not support traffic engineering. However, with RSVP signaling,
you have the ability to force the routing of the path message, and therefore the routing of the
LSP itself, using either Explicit Routing Objects (EROs), CSPF-based online calculation, or a
combination of both. This section provides several JNCIE-level configuration scenarios that
incorporate TE through constrained LSP routing.

Note that ERO-based routing constraints do not involve a Traffic Engineering Database
(TED), or any type of SPF calculation. The use of EROs does not require the IGP extensions that
are needed to build and maintain the TED, nor do they have issues with multiple TED domains,
as are present in the current Multi-Level IS-IS network. On the other hand, successful ERO-
based constraints are predicated on the operator specifying a valid routing path for the LSP. For
example, LSP establishment will fail if an incorrect strict hop is specified, or if a poorly specified
ERO list results in the LSP wrapping back over its existing path.
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Troubleshooting CSPF-related failures requires a detailed understanding of the TED and the
data structures that it contains. This is because the typical “no route to host” error message
resulting from a failed CSPF run provides little in the way of clues as to what has gone wrong.
Sometimes, disabling CSPF computations can help you troubleshoot because removing the online
path calculation component generally results in the ingress node being able to at least begin
signaling the LSP by sending a path message toward the LSP’s egress node. While the non-CSPF
LSP is being routed toward the egress, you may see RSVP error messages and operational displays
that help you locate the trouble spot in your network. You can always turn CSPF processing back
on after you determine that the LSP can be successfully established without the use of CSPF.

Keep in mind that the result of a CSPF run is the failure to find either a path or a complete
set of strict EROs that define the path chosen by the CSPF calculation. This means that when
CSPF “fails,” there is nothing for RSVP to signal, which in turn means that commands such
as show rsvp session are virtually useless when the problem relates to CSPF failures. CSPF
failures can result from IGP TED support problems, the presence of multiple TED domains,
errors in configuration with regard to bandwidth and link coloring, or simply having a network
that cannot support the set of constraints you have decided to place on a given LSP. In some
cases, it is a good idea to try relaxing the set of constraints when you suspect TED problems.
After all, you are brought a bit closer to the nature of the problem when you discover that you
can establish a 10Mbps LSP but not a 10,000Mbps LSP, especially when the test bed happens
to be composed entirely of Fast Ethernet technology!

ERO Constraints

In this section, you will use Explicit Route Objects (EROs) to constrain the routing of an LSP.
EROs function in a manner similar to a source routed packet, in that the presence of EROs in the
RSVP Path message forces the path message to visit the list of nodes in the sequence in which
they are specified. EROs can be either loose or strict. A loose hop allows the IGP to route from
the current node to the loosely specified target node any way it wants. A strict hop, on the other
hand, does not permit an IGP recursive lookup and will not allow the presence of intervening
hops between the current node and the strictly specified target node.

When listing a node, you can use either a physical or a loopback address. Note that loopback
addresses should not be used in conjunction with strict hops, because by definition a strict
hop should be directly connected. Although some JUNOS software versions allow strict hops
that pointed to a neighbor’s loopback address, the 5.6R1 version used in this test bed does not
support loopback addresses as strict hops for non-CSPF LSPs. Because the CSPF algorithm
generates a complete list of EROs that consists of interface addresses, you can use a strict hop
ERO pointing to a neighbor’s loopback interface when CSPF is used to compute the LSP’s path.

To complete this configuration scenario, you must establish an LSP meeting these criteria:

=  Establish LSP r2-r6, with r2 as the ingress and r6 as the egress.
*  The LSP must transit both r7 and r5.

Configuring the ERO Constrained LSP

You begin by defining the new LSP on r2:
[edit protocols mpls]
Tab@r2# set label-switched-path r2-r6 to 10.0.9.6 primary visit-r7-r5
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The use of primary in this command indicates that a path definition named visit-r7-r5 exists,
and that the primary LSP should be routed according to the EROs in the specified path definition.
Once again, CSPF is disabled on the new LSP. This is because the Multi-Level IS-IS topology
in the current test bed results in the lack of a domain-wide TED, which in the case of an LSP
from r2 to r6 will result in CSPF failures. Note that the restrictions in this configuration task
did not explicitly prohibit the use of CSPF, nor do they explicitly state that ERO-based con-
straints should be used to constrain the LSP’s routing. The intent of this wording is to allow the
candidate to sink into a mire of CSPF- and TED-related analysis, if they are so inclined. After
all, a true expert will know when CSPF can, and cannot, be used:
[edit protocols mpls]
Tab@r2# set label-switched-path r2-ré6 no-cspf
You now define the visit-r7-r5 path, taking care that the EROs specified will not cause
the LSP to visit the same link or node twice, because doing so will cause the LSP’s routing to fail
due to Record Route Object (RRO)-based loop detection. In this example, you opt to use a
combination of strict and loose hops that force the LSP to visit r4, then r7, then r5, and then the
egress node, r6. There is no need to specify r6 in the ERO, because the egress node becomes
the last “loose hop” in the routing of the RSVP Path message when the ERO list runs out. r4’s
loopback address does not exist in IS-IS Level 1 area 0001, so a strict hop pointing at its fe-0/0/1
interface starts the ERO list; note that EROs are considered strict by default. The last two hops
are specified as Toose to accommodate the indirect routing associated with loopback interfaces:
Tab@r2# show
Tabel-switched-path r2-r6 {
to 10.0.9.6;
no-cspf;
primary visit-r7-r5;
}
path visit-r7-r5 {
10.0.4.9;
10.0.9.7 loose;
10.0.3.5 Toose;
}

interface all;

Verifying the ERO Constrained LSP

A few moments after the changes are committed at r2, the status of the LSP is displayed:
[edit protocols mpls]

Tab@r2# run show mpls 1sp detail

Ingress LSP: 1 sessions

10.0.9.6
From: 10.0.6.2, State: Up, ActiveRoute: 1, LSPname: r2-r6
ActivePath: visit-r7-r5 (primary)
LoadBaTlance: Random
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Encoding type: Packet, Switching type: Packet, GPID: IPv4
*Primary  visit-r7-r5 State: Up
Received RRO:
10.0.4.9 10.0.2.17 10.0.8.9 10.0.8.5
Total 1 displayed, Up 1, Down 0O

Egress LSP: 0 sessions
Total 0 displayed, Up 0, Down O

Transit LSP: 0 sessions
Total O displayed, Up 0, Down O

The output confirms that the r2—r6 LSP is up, and that it transits r4, r7, and r5 on its way
to r6, as required by the scenario’s configuration criteria. The output from the show rsvp
session command provides an interesting contrast in the form of the user-provided ERO vs.
the contents of the Record Route Object (RRO) as contained in the RSVP Path and Reservation
(RESV) messages themselves. Although they might seem different to a casual observer, both
of the address listings indicate that the same series of nodes are crossed by the LSP:
[edit protocols mpls]
Tab@r2# run show rsvp session detail
Ingress RSVP: 1 sessions

10.0.9.6
From: 10.0.6.2, LSPstate: Up, ActiveRoute: 1
LSPname: r2-r6, LSPpath: Primary

Suggested Tabel received: -, Suggested Tabel sent: -
Recovery 1label received: -, Recovery label sent: 100004
Resv style: 1 FF, Label in: -, Label out: 100004

Time Teft: -, Since: Fri Feb 14 11:21:57 2003

Tspec: rate Obps size Obps peak Infbps m 20 M 1500

Port number: sender 5 receiver 64567 protocol 0

PATH rcvfrom: Tocalclient

PATH sentto: 10.0.4.9 (fe-0/0/1.0) 9 pkts

RESV rcvfrom: 10.0.4.9 (fe-0/0/1.0) 9 pkts

Explct route: 10.0.4.9 10.0.9.7 10.0.3.5

Record route: <self> 10.0.4.9 10.0.2.17 10.0.8.9 10.0.8.5
Total 1 displayed, Up 1, Down 0O

Egress RSVP: 0 sessions
Total 0 displayed, Up 0, Down O

Transit RSVP: 0 sessions
Total O displayed, Up 0, Down 0O
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The output confirms that the r2-r6 LSP has been successfully signaled, as indicated by the
Up indication for the LSPstate. Further, the display confirms that the LSP’s routing complies
with the user-provided ERO constraints; the added highlights call out the contents of the
user-provided ERO and the contents of the RRO.

As a final check, the LSP’s forwarding plane is tested by tracing the route to a BGP destination
whose next hop resolves to the 10.0.9.6 egress address of the r2—r6 LSP. The 220.220/16 routes
coming from C2 should be just the ticket in this case:

Tlab@r2> show route 220.220/16

inet.0: 125480 destinations, 125487 routes (125480 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

220.220.0.0/16 *[BGP/170] 08:12:49, MED 0, localpref 100, from 10.0.9.6
AS path: 65020 I
> to 10.0.4.9 via fe-0/0/1.0, label-switched-path r2-r6

As expected, the next hop self actions of r6’s IBGP export policy result in a BGP next
hop of 10.0.9.6 for the 220.220/16 prefix advertisement within your AS. Because this next hop
resolves through the inet. 3 routing table on r2, the r2—r6 LSP has automatically been installed
as the next hop for 220.220/16 destination. LSP forwarding is now confirmed:

Tab@r2> traceroute 220.220.0.1
traceroute to 220.220.0.1 (220.220.0.1), 30 hops max, 40 byte packets
1 10.0.4.9 (10.0.4.9) 0.712 ms 0.541 ms 0.433 ms
MPLS Labe1=100004 CoS=0 TTL=1 S=1
2 10.0.2.17 (10.0.2.17) 0.272 ms 0.194 ms 0.156 ms
MPLS Label1=100009 CoS=0 TTL=1 S=1
3 10.0.8.9 (10.0.8.9) 0.565 ms 0.524 ms 0.489 ms
MPLS Label=100005 CoS=0 TTL=1 S=1
10.0.8.5 (10.0.8.5) 0.206 ms 0.199 ms 0.180 ms
5 220.220.0.1 (220.220.0.1) 0.292 ms 0.274 ms 0.258 ms

The LSP’s presence in the forwarding path is clearly indicated by the label-related output
associated with hops 1 through 3. With the success of the traceroute, all aspects of the ERO
constrained LSP scenario have been met.

Constrained Shortest Path First

In this section, you will use the CSPF algorithm to compute LSP paths through your network
based on a variety of constraints. As mentioned previously, CSPF functions to locate optimal
paths (Shortest Path First) after paths that fail to meet one or more user-provided constraints
have been pruned from the SPF tree (constrained). As with link state routing protocols, the
CSPF algorithm relies on a database that is shared among all routers in the TE domain. This
database, which is known as the TED, is built through link state routing protocol extensions
that allow for the flooding of information regarding available link bandwidth, link coloring,
etc. In essence, the TED has everything contained in the OSPF or IS-IS database, and more!
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Worthy of note is that the IS-IS routing protocol defaults to TE extension support while the OSPF
protocol does not. Put another way, if you run IS-IS, you already have a TED, unless you have
consciously decided to disable TE extensions. With OSPF, the exact opposite is true: you must issue
a set protocols ospf traffic-engineering statement to instruct OSPF to build a TED.

The difference in default behavior stems from the nature of the two protocols, and the fact
that OSPF requires a special LSA (opaque LSA type 10) to support TE extensions while IS-IS
simply uses additional TLVs. Also of note is that you will be unable to use CSPF to calculate
a full, end-to-end path, when the network contains multiple TE domains—that is, more than
one TED view. Such a condition can arise when a network has multiple routing domains, or
in the case of a Multi-Level or Multi-Area IS-IS or OSPF network, respectively, because TE
information is not leaked between IS-IS levels or OSPF areas. A network that runs islands of
OSPF and IS-IS, with BGP route redistribution between these islands, is an example of a net-
work with multiple routing domains. In a network such as this, no router will have a TED that
completely describes an end-to-end path through the network! A router can have only one TED;
it is possible to use both OSPF and IS-IS to populate the same TED, however.

When building LSPs that cross multiple TE domains, your best bet is to disable CSPF and use
plain old EROs. Note that JUNOS software does offer support for LSP stitching. This feature
functions to “glue” together an end-to-end LSP that comprises multiple TE domain segments,
each of which was established by an independent CSPF process.

To be effective with CSPF-based path calculation, you must be familiar with the contents
of the TED, and you must be able to effectively perform CSPF-based tracing. This is because
most network problems will simply manifest themselves as a local CSPF failure regarding the
inability to locate a route to the host, which simply means that no path meeting the constraints
set forth for the LSP in question can be found in the router’s TED.

To resolve these problems effectively, your best bet involves TED analysis in an effort to
locate the node that should meet the constraint in question, yet from the view of the TED, does
not. Once so identified, you can concentrate your troubleshooting efforts on why that node
is not being represented accurately in the TED.

A key point can be made here regarding the distinct roles played by RSVP, the IGP, and
CSPF, in the context of bandwidth reservations. First, the IGP has no idea about the actual vs.
reservable bandwidth supported by the various nodes and links in your network. RSVP, on the
other hand, can request bandwidth reservations and control the level of oversubscription or
undersubscription, but RSVP has no idea about the overall state of the network with regard to
end-to-end reservable bandwidth.

Barring additional ERO constraints, RSVP will generate a path message requesting a given
bandwidth reservation, and this request will propagate hop-by-hop according to the IGP’s view
of the shortest path, until the reservation either succeeds or a node/link is encountered that does
not have sufficient reservable bandwidth to honor the reservation. In the latter case, LSP setup
fails and RSVP will try to re-signal it after expiration of the retry timer. The use of CSPF in
conjunction with the network state maintained by the TED would have resulted in no RSVP
signaling attempts in this example. This is because the CSPF algorithm’s ability to look at the
entire network state, as represented by its local copy of the TED, will simply result in the ingress
node’s determination that there is “no route to host.”

In many cases, the use of CSPF will be optional. This is to say that constrained LSP routing
can be performed with EROs, as previously demonstrated. Features and capabilities that require
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CSPF include the computation of Fast Reroute detours, link bypass, LSP re-optimization, and
the use of link coloring. Link colors are sometimes referred to as affinities or administration
groups. In many cases, the configuration requirements given to a candidate will not mandate the
use of CSPF, such that the candidate is free to decide how they prefer to constrain the routing
of their RSVP signaled LSPs.

With the review of CSPF and online path calculation complete, it is time to get back to work.
To complete the CSPF configuration scenario, you must establish an LSP that conforms to the
following stipulations:

= Establish LSP r4-r3, with r4 as the ingress and r3 as the egress.
= Color the 10.0.2.4/30 link between r4 and r3 as bTue.

= Ensure that the r4—r3 LSP never uses blue links.

Configuring Link Coloring

The requirement that LSP routing be constrained by link coloring indicates that you must use
CSPF for this configuration scenario. Note that the LSP being established is confined to the
L2 backbone, which represents a single TE domain. Confining the LSP to backbone routers will
therefore allow the CSPF algorithm to succeed.

You begin by establishing a link coloring plan. In this case, you decide to color the 10.0.2.8/30
and 10.0.2.0/30 links as red while making the 10.0.2.4/30 link bTue in accordance with the
restrictions imposed. The addition of red coloring is not strictly necessary in this example; you
could merely color the 10.0.2.4/30 link as bTue and then exclude bTue links to force the LSP
to transit r5. In this example, you will use a combination of exclude and incTude statements to
play it extra safe. You must also decide on the set of numeric values that will mapped to the
user-friendly bTue and red mnemonics. Use care to ensure that the color-to-numeric mappings
are entered consistently on all routers to avoid problems and confusion down the road!

Although the actual spelling of the mnemonic color is a purely local matter, it is highly
recommended that you use consistent spelling and case to minimize confusion should you later
find yourself analyzing the contents of the TED. Figure 2.4 details the topology for the CSPF
configuration scenario.

FIGURE 2.4 CSPF topology and link coloring

e
Loopbacks | - red Color Value

r3=10033 a0 [ : 4
r4=10.034 ra /\ blue
r5=10035|  Ngfw»w | -—-—- red 8
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Table 2.1 shows your choice of numeric-to-mnemonic color mappings:

TABLE 2.1 Numeric to Color Mappings

Color Numeric Value Comment
blue 4 Color for the direct link between r4 and r3
red 8 Color for remaining core links

Note that the numeric values that are assigned to represent the link colors are based on a
bit-mask. This is to say that bTue will be 0010 while red is 0100. Note that the bit 0 is not
available for use in link coloring, such that all binary values are offset by 1, which makes a
decimal “4” equal to a binary “10,” as opposed to “100.” If a link were to be colored as both
red and b1ue, the resulting bit-mask would be 0110. The following commands correctly define
the color-to-numeric mappings at r3:

[edit protocols mpls]
Tab@r3# set admin-groups blue 4

[edit protocols mpls]
Tab@r3# set admin-groups red 8

The new administration groups are now displayed:
[edit protocols mpls]
lab@r3# show
admin-groups {

blue 4;

red 8;

1
interface at-0/1/0.0;

interface fe-0/0/0.0;
interface fe-0/0/1.0;
interface fe-0/0/3.0;
interface so0-0/2/0.100;
With the groups defined on r3, you now associate each of its core interfaces with the correct
administrative group:
[edit protocols mpls]
Tab@r3# set interface so0-0/2/0.100 admin-group blue

[edit protocols mpls]
Tab@r3# set interface at-0/1/0.0 admin-group red

[edit protocols mpls]
Tab@r3# show
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ps {

at-0/1/0.0 {
group red;

}

interface
interface
interface
interface
admin-

fe-0/0/0.0;
fe-0/0/1.0;
fe-0/0/3.0;
s0-0/2/0.100 {
group blue;

After committing the changes, you can easily check your interface to link color associations,
as shown here:

[edit protocols mpls]

Tab@r3# run show mpls interface

Interface State Administrative groups
fe-0/0/0.0 Up <none>

fe-0/0/1.0 Up <none>

fe-0/0/3.0 Up <none>

at-0/1/0.0 Up red

s0-0/2/0.100 Up blue

Before moving on, you decide to inspect the TED on r3 to verify that the link coloring is
accurately reported:

[edit prot
Tab@r3# ru
TED databa
NodeID: r3
Type: Rt
Protocol
To: r5
Colo

ocols mpls]

n show ted database extensive r3.00

se: 14 ISIS nodes 7 INET nodes

.00(10.0.3.3)

r, Age: 219 secs, LinkIn: 5, LinkOut: 5

: IS-IS(2)

.00(10.0.3.5), Local: 10.0.2.2, Remote: 10.0.2.1
r: 0x100 red

Metr
Stat
Rese
Avai
[0]
[4]
Inte
Sw
En

ic: 10

ic BW: 155.52Mbps

rvable BW: 155.52Mbps

Table BW [priority] bps:

145.52Mbps [1] 145.52Mbps [2] 145.52Mbps [3] 145.52Mbps
145.52Mbps  [5] 145.52Mbps  [6] 145.52Mbps  [7] 145.52Mbps
rface Switching Capability Descriptor(l):

itching type: Packet

coding type: Packet
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Maximum LSP BW [priority] bps:
[0] 145.52Mbps [1] 145.52Mbps [2] 145.52Mbps [3] 145.52Mbps
[4] 145.52Mbps [5] 145.52Mbps [6] 145.52Mbps [7] 145.52Mbps
To: r6.03, Local: 10.0.2.14, Remote: 0.0.0.0
Color: 0 <none>
Metric: 10
Static BW: 100Mbps
Reservable BW: 100Mbps
Available BW [priority] bps:
[0] 100Mbps [1] 100Mbps [2] 100Mbps [3] 100Mbps
[4] 100Mbps [5] 100Mbps [6] 100Mbps [7] 100Mbps
Interface Switching Capability Descriptor(l):
Switching type: Packet
Encoding type: Packet
Maximum LSP BW [priority] bps:
[0] 100Mbps [1] 100Mbps [2] 100Mbps [3] 100Mbps
[4] 100Mbps [5] 100Mbps [6] 100Mbps [7] 100Mbps
To: r4.00(10.0.3.4), Local: 10.0.2.5, Remote: 10.0.2.6
Color: 0x10 blue
Metric: 10
Static BW: 155.52Mbps
Reservable BW: 155.52Mbps
Available BW [priority] bps:
[0] 155.52Mbps [1] 155.52Mbps [2] 155.52Mbps [3] 155.52Mbps
[4] 155.52Mbps  [5] 155.52Mbps  [6] 155.52Mbps  [7] 155.52Mbps
Interface Switching Capability Descriptor(l):
Switching type: Packet
Encoding type: Packet
Maximum LSP BW [priority] bps:
[0] 155.52Mbps [1] 155.52Mbps [2] 155.52Mbps [3] 155.52Mbps
[4] 155.52Mbps  [5] 155.52Mbps  [6] 155.52Mbps  [7] 155.52Mbps
Protocol: IS-IS(1)
To: r2.03, Local: 10.0.4.1, Remote: 0.0.0.0
Color: 0 <none>
Metric: 10
Static BW: 100Mbps
Reservable BW: 100Mbps
Available BW [priority] bps:
[0] 100Mbps [1] 100Mbps [2] 100Mbps [3] 100Mbps
[4] 100Mbps [5] 100Mbps [6] 100Mbps [7] 100Mbps
Interface Switching Capability Descriptor(l):
Switching type: Packet
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Encoding type: Packet
Maximum LSP BW [priority] bps:
[0] 100Mbps [1] 100Mbps [2] 100Mbps [3] 100Mbps
[4] 100Mbps [5] 100Mbps [6] 100Mbps [7] 100Mbps
To: rl1.02, Local: 10.0.4.13, Remote: 0.0.0.0
Color: 0 <none>
Metric: 10
Static BW: 100Mbps
Reservable BW: 100Mbps
Available BW [priority] bps:
[0] 100Mbps [1] 100Mbps [2] 100Mbps [3] 100Mbps
[4] 100Mbps [5] 100Mbps [6] 100Mbps [7] 100Mbps
Interface Switching Capability Descriptor(l):
Switching type: Packet
Encoding type: Packet
Maximum LSP BW [priority] bps:
[0] 100Mbps [1] 100Mbps [2] 100Mbps [3] 100Mbps
[4] 100Mbps [5] 100Mbps [6] 100Mbps [7] 100Mbps
The display confirms that r3’s contribution to the TED is accurate with regard to its link
coloring values. You should take a few minutes to marvel at the wealth of information con-
tained in the TED entry for a given node. With r3’s operation confirmed, similar changes are
now made to r4 and r5. The changes made to r5’s configuration are highlighted here:
[edit protocols mpls]
Tab@r5# show

admin-groups {

blue 4;

red 8;

1

interface all;
interface at-0/2/1.0 {
admin-group red;

1
interface s0-0/1/0.0 {

admin-group red;

1

You confirm that all core links at r3, r4, and r5 are correctly colored before proceeding to
the next section.

Configuring and Verifying a CSPF Constrained LSP
With administrative group coloring in place, you now define the color-constrained LSP on r4:

[edit protocols mpls]
Tab@r4# set Tlabel-switched-path r4-r3 to 10.0.3.3
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[edit protocols mpls]
Tab@r4# set label-switched-path r4-r3 admin-group include red

[edit protocols mpls]
Tab@r4# set Tlabel-switched-path r4-r3 admin-group exclude blue

The first command in this sequence defines the LSP’s name and egress point. The next two
commands associate this LSP with the need to include red links while also excluding bTue links.
The resulting LSP configuration is displayed next:
[edit protocols mpls]
Tab@r4# show label-switched-path r4-r3
to 10.0.3.3;
admin-group {

include red;

exclude blue;
1
After a commit, the RSVP session status for the new LSP is displayed:
Tab@r4> show rsvp session ingress detail
Ingress RSVP: 1 sessions

10.0.3.3
From: 10.0.3.4, LSPstate: Up, ActiveRoute: 125496
LSPname: r4-r3, LSPpath: Primary

Suggested label received: -, Suggested label sent: -
Recovery Tlabel received: -, Recovery label sent: 100006
Resv style: 1 FF, Label in: -, Label out: 100006

Time Teft: -, Since: Fri Feb 14 19:19:18 2003

Tspec: rate Obps size Obps peak Infbps m 20 M 1500

Port number: sender 1 receiver 42938 protocol 0

PATH rcvfrom: localclient

PATH sentto: 10.0.2.9 (so0-0/1/1.0) 9 pkts

RESV rcvfrom: 10.0.2.9 (so-0/1/1.0) 8 pkts

Explct route: 10.0.2.9 10.0.2.2

Record route: <self> 10.0.2.9 10.0.2.2
Total 1 displayed, Up 1, Down O

The output confirms LSP establishment, and that the LSP’s routing correctly avoids the
forbidden b7ue link between r3 and r4. Additional confirmation regarding color-based
constraints is provided in the output of the show mp1s Tsp extensive command:
Tab@r4> show mpls Isp extensive name r4-r3
Ingress LSP: 1 sessions

10.0.3.3
From: 10.0.3.4, State: Up, ActiveRoute: 125510, LSPname: r4-r3
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(primary)
LoadBaTlance: Random
Encoding type: Packet, Switching type: Packet, GPID: IPv4

State: Up

Include:

red

Exclude: blue

Computed

ERO (S [L] denotes strict [loose] hops): (CSPF metric: 20)

10.

0.2.9 § 10.0.2.2 S

RRO

Received :

10.

0.2.9

10

.0.2.2

5 Feb 14
4 Feb 14
3 Feb 14
2 Feb 14
1 Feb 14

19:19:
19:19:
19:19:
19:19:
19:19:

18
18
18
18
18

Selected as active path

Record Route: 10.0.2.9 10.0.2.2
Up

Originate Call

CSPF: computation result accepted

Created: Fri Feb
Total 1 displayed,

14
Up

19:13:50 2003
1, Down O

Egress LSP: 0 sessions
Total O displayed, Up 0, Down 0O

Transit LSP: 1 sessions
Total O displayed, Up 0, Down O

The operational output shown in this section confirms that all aspects of the CSPF configu-
ration scenario have been met.

@ Real World Scenario
CSPF Troubleshooting

This real world scenario will demonstrate techniques that are useful when troubleshooting
CSPF-related problems. To simulate a configuration error, the link coloring has been removed
from r5’s at-0/2/1 interface. The result is a CSPF failure at r4 because there is no longer a path
between r4 and r3 including the red color. You confirm that r4 is unable to reestablish the
r4-r3 LSP after clearing all ingress LSPs at r4:

Tab@r4> clear mpls 1sp

Tab@r4> show mpls 1sp extensive name r4-r3
Ingress LSP: 1 sessions

10.0.3.3

From: 0.0.0.0, State: Dn, ActiveRoute: 0, LSPname: r4-r3

ActivePath: (none)

LoadBalance:

Random
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Encoding type: Packet, Switching type: Packet, GPID: IPv4
Primary State: Dn
Include: red Exclude: blue
Will be enqueued for recomputation in 27 second(s).
Feb 14 19:31:00 CSPF failed: no route toward 10.0.3.3
Feb 14 19:31:00 Clear Call
Feb 14 19:31:00 Deselected as active
Feb 14 19:19:18 Selected as active path
Feb 14 19:19:18 Record Route: 10.0.2.9 10.0.2.2
Feb 14 19:19:18 Up
Feb 14 19:19:18 Originate Call
Feb 14 19:19:18 CSPF: computation result accepted
Created: Fri Feb 14 19:19:00 2003
Total 1 displayed, Up 0, Down 1

=N WA UTO |

Egress LSP: 0 sessions
Total 0 displayed, Up 0, Down 0

Transit LSP: 1 sessions
Total 0 displayed, Up 0, Down 0

Note that the CSPF failure is conveyed in the form of a rather generic message that simply
states there is no route toward 10.0.3. 3. The use of CSPF tracing on the ingress node often
provides you with an indication of the problem. A typical CSPF tracing configuration is shown
here, along with the trace output for a failed CSPF run.

[edit protocols mpls]

Tab@r4# show traceoptions

file cspf;

flag cspf;

flag cspf-Tink;

flag cspf-node;

Tab@r4# run monitor start cspf

Tab@r4# run clear mpls 1sp

[edit protocols mpls]

Tab@r4#
Ykl cspf dekdk
Feb 14 19:46:06 CSPF adding path r4-r3(primary ) to CSPF queue 1
Feb 14 19:46:06 CSPF creating CSPF job
Feb 14 19:46:06 CSPF job starting
Feb 14 19:46:06 CSPF for path r4-r3(primary ), starting at r4.00
Feb 14 19:46:06 path include: 0x00000100
Feb 14 19:46:06 path exclude: 0x00000010
Feb 14 19:46:06 bandwidth: Obps; setup priority: 0; random
Feb 14 19:46:06 CSPF final destination 10.0.3.3
Feb 14 19:46:06 CSPF starting from r4.00 (10.0.3.4) to 10.0.3.3, hoplimit 254
Feb 14 19:46:06 constrains include 0x00000100
Feb 14 19:46:06 constrains exclude 0x00000010
Feb 14 19:46:06 Node r4.00 (10.0.3.4) metric 0, hops 0,
avail 32000 32000 32000 32000
Feb 14 19:46:06 Link 10.0.2.6->10.0.2.5(r3.00/10.0.3.3) metric 10 color
0x00000010 bw 155.52Mbps
Feb 14 19:46:06 Reverse Link for 10.0.2.6->10.0.2.5 1is 10.0.2.5->10.0.2.6
Feb 14 19:46:06 Tink fails include 0x00000100
Feb 14 19:46:06 Link 10.0.2.10->10.0.2.9(r5.00/10.0.3.5) metric 10 color

0x00000100 bw 155.52Mbps
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Feb 14 19:46:06 Reverse Link for 10.0.2.10->10.0.2.9 is 10.0.2.9->10.0.2.10

Feb 14 19:46:06 Tink's interface switch capability descriptor #1

Feb 14 19:46:06 encoding: Packet, switching: Packet

Feb 14 19:46:06 link passes constraints

Feb 14 19:46:06 Link 10.0.4.17->0.0.0.0(r1.04/0.0.0.0) metric 10 color
0x00000000 bw 100Mbps

Feb 14 19:46:06 Reverse Link for 10.0.4.17->0.0.0.0 1is 0.0.0.0->0.0.0.0

Feb 14 19:46:06 Tink fails include 0x00000100

Feb 14 19:46:06 Link 10.0.2.18->0.0.0.0(r4.04/0.0.0.0) metric 10 color
0x00000000 bw 100Mbps

Feb 14 19:46:06 Reverse Link for 10.0.2.18->0.0.0.0 1is 0.0.0.0->0.0.0.0

Feb 14 19:46:06 Tink fails include 0x00000100

Feb 14 19:46:06 Link 10.0.4.9->0.0.0.0(r2.02/0.0.0.0) metric 10 color
0x00000000 bw 100Mbps

Feb 14 19:46:06 Reverse Link for 10.0.4.9->0.0.0.0 is 0.0.0.0->0.0.0.0

Feb 14 19:46:06 Tink fails include 0x00000100

Feb 14 19:46:06 Node r5.00 (10.0.3.5) metric 10, hops 1,
avail 32000 32000 32000 32000

Feb 14 19:46:06 Link 10.0.2.9->10.0.2.10(r4.00/10.0.3.4) metric 10 color
0x00000100 bw 155.52Mbps

Feb 14 19:46:06 skipped: end point already visited

Feb 14 19:46:06 Link 10.0.2.1->10.0.2.2(r3.00/10.0.3.3) metric 10 color
0x00000000 bw 155.52Mbps

Feb 14 19:46:06 Reverse Link for 10.0.2.1->10.0.2.2 is 10.0.2.2->10.0.2.1

Feb 14 19:46:06 link fails include 0x00000100

Feb 14 19:46:06 CSPF completed in 0.001409s
Feb 14 19:46:06 CSPF couldn't find a route to 10.0.3.3
Feb 14 19:46:06 CSPF job done!

e R

monitor and syslog output disabled, press ESC-Q to enable

The highlights in the CSPF tracing output call out that the 10.0.2.8/30 link between r4 and r5
passes the administrative group constraints, while the 10.0.2.0/30 link between r5 and r3 does
not (this is the link with no color assigned). Though not highlighted, you can also see that
the 10.0.2.4/30 link between r4 and r3 does not meet the include constraint either. Another
useful approach for troubleshooting TED problems involves the selective filtering of the TED's
contents, which is designed to allow you to focus on what is missing. The following example
makes heavy use of JUNOS CLI matching functionality to achieve this goal. Note that this
command can be entered on any router in the same TE domain because the contents of the TED
should be consistent among all routers within a given TE domain.

Tab@r3> show ted database extensive r5.00 | match "(NodeID|To:|Color)"
NodeID: r5.00(10.0.3.5)
To: r3.00010.0.3.3), Local: 10.0.2.1, Remote: 10.0.2.2
Color: 0 <none>
To: r4.00(10.0.3.4), Local: 10.0.2.9, Remote: 10.0.2.10
Color: 0x100 red

The filtered output, which was obtained at r3, clearly indicates that only one of r5’s core
interfaces is correctly associated with a link color. It is interesting to note that r5’s Level 1 inter-
faces are not represented in r3’s TED. This is due to the fact that TE extensions are not leaked
between IS-IS levels, making r5’s Level 1 interfaces unknown to the L2 TED. Before moving
on, r5’s link coloring configuration is restored, allowing the reestablishment of the color
constrained LSP.

Copyright ©2003 SYBEX Inc., 1151 Marina Village Parkway, Alameda, CA 94501.  www.sybex.com


http://www.sybex.com

172 Chapter 2 - MPLS and Traffic Engineering

RSVP Summary

This section provided details on the configuration and verification of constrained and uncon-
strained RSVP signaled LSPs. In this section, you learned how to create a RSVP instance, how
to enable RSVP support on a particular interface, and how to define a LSP that reserves a
specified amount of bandwidth along its path. Subsequent examples demonstrated how to
use EROs, and CSPF-related administrative groups, to constrain the routing of a RSVP
signaled LSP.

You were exposed to a variety of operational mode commands that are useful in determining
the operational status of a RSVP LSP. This section also demonstrated how RSVP and CSPF
tracing can be used to assist in troubleshooting RSVP-related control plane problems.

Routing Table Integration

This section provides several configuration scenarios designed to demonstrate common LSP
routing table integration options. To begin, it should be noted that the default LSP routing
table integration rules serve to make LSPs invisible for internal traffic because internal traffic is
aware only of the inet.0 routing table and signaled LSPs are placed into the inet. 3 table by
default. Only BGP is aware of the inet. 3 routing table, and BGP uses the inet. 3 table only
for purposes of resolving BGP next hops. The default LSP routing table integration behavior has
been demonstrated previously in this chapter; in summary, it can be stated that only traffic
associated with a BGP next hop, which resolves through the inet. 3 table, will be aware of, and
therefore be able to make use of, signaled LSPs.

When multiple equal-cost LSPs exist to the same destination, the default behavior is to
randomly balance traffic over the group of LSPs on a per-prefix basis. This section also
demonstrates how this default behavior can be modified.

Installing Prefixes

By default, the only prefix installed in the inet. 3 routing table is the /32 address associated
with the LSP endpoint. You can add additional prefixes to the inet. 3 table using the install
keyword when defining the LSP. Once such a prefix has been placed into the inet. 3 routing
table, it becomes available for use in BGP next hop resolution. Including the active key-
word when installing a prefix results in the prefix-to-LSP mapping being installed in the
main inet.0 routing table, where it can be used for both external (BGP) and internal (IGP)
destinations. The following configuration task demonstrates the former, “BGP use only,”
scenario.

To complete this task, you must configure an LSP that meets these requirements:

*  Build LSP r6-r1, with r6 as the ingress that transits r5.
=  Ensure that traffic to 120.120/16 destinations uses the ré6-r1 LSP.
*  You must not add a next hop self policy at rl to meet the LSP forwarding requirements.

Refer to Figure 2.5 for topology details as needed.
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The tricky aspect of this task relates to the fact that your LSP terminates on r1, but the BGP
next hop associated with the 120.120/16 routes is not being overwritten to reflect r1’s RID.
This means that the 10.0.5.254 BGP next hop associated with the 120.120/16 route cannot
be resolved through the inet.3 table at r6, and therefore traffic to P1 will not be forwarded
through the r6—r1 LSP. To meet the requirements posed, you will have to find a way to get P1’s
BGP next hop into r6’s inet.3 table because you are not able to rewrite the BGP next hop
at rl.

You begin by defining a baseline LSP at r6; no prefixes are installed at this time to better
demonstrate the before and after operation:

[edit protocols mpls]
Tab@ro6# set label-switched-path r6-r1 to 10.0.6.1 no-cspf

[edit protocols mpls]
Tab@r6# set label-switched-path ré6-rl primary use-r5

[edit protocols mpls]
Tab@r6# set path use-r5 10.0.3.5 loose
The LSP configuration is now displayed. Note that CSPF has been disabled (CSPF would
be condemned to fail due to the presence of multiple TE domains in the current test bed) and
that the routing of the LSP is constrained through an ERO to transit r5:
[edit protocols mpls]
lab@ré6# show
label-switched-path r6-ril {

to 10.0.6.1;

no-cspf;

primary use-r5;
1

path use-r5 {
10.0.3.5 loose;

1

interface all;
Once committed, the r6-r1 LSP is confirmed operational:
[edit protocols mpls]
Tab@r6# run show mpls 1sp ingress
Ingress LSP: 1 sessions
To From State Rt ActivePath P LSPname
10.0.6.1 10.0.9.6 Up 0 * ré-rl
Total 1 displayed, Up 1, Down O
The contents of the inet. 3 table is displayed at ré:
[edit protocols mpls]
Tab@r6# run show route table inet.3
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inet.3: 3 destinations, 3 routes (3 active, 0 holddown, 0 hidden)
Restart Complete

+ = Active Route, - = Last Active, * = Both
10.0.3.5/32 *[LDP/9] 00:03:44, metric 1
> to 10.0.8.6 via fe-0/1/0.0
10.0.6.1/32 *[RSVP/7] 00:04:10, metric 20
> to 10.0.2.14 via fe-0/1/1.0, label-switched-path r6-ril
10.0.9.7/32 *[LDP/9] 00:03:44, metric 1

> to 10.0.8.6 via fe-0/1/0.0, Push 100001
As expected, the r6-r1 LSP has been installed in r6’s inet. 3 routing table for use in resolving
BGP next hops that match the LSP’s egress address of 10.0.6.1. Inspection of the BGP next
hop currently attached to the 120.120/16 route, as advertised into your AS by r1, clearly
indicates why inet.3-based BGP next hop resolution for this route cannot succeed at ré:
[edit protocols mpls]
lab@r6# run show route 120.120/16 detail

inet.0: 125587 destinations, 125593 routes (125587 active, 0 holddown, 0 hidden)
Restart Complete
120.120.0.0/16 (2 entries, 1 announced)
*BGP Preference: 170/-101

Source: 10.0.6.1

Next hop: 10.0.2.14 via fe-0/1/1.0, selected

Protocol next hop: 10.0.5.254 Indirect next hop: 84cfc78 69

State: <Active Int Ext>

Local AS: 65412 Peer AS: 65412

Age: 4:24:31 Metric: O Metric2: 30

Task: BGP_65412.10.0.6.1+179

Announcement bits (4): 0-KRT 1-LDP 6-BGP.0.0.0.0+179 7-Resolve
inet.0

AS path: 65050 I
Localpref: 100
Router ID: 10.0.6.1
BGP Preference: 170/-101
Source: 10.0.6.2
Next hop: 10.0.2.14 via fe-0/1/1.0, selected
Protocol next hop: 10.0.5.254 Indirect next hop: 84cfc78 69
State: <NotBest Int Ext>
Inactive reason: Router ID
Local AS: 65412 Peer AS: 65412
Age: 4:24:23 Metric: O Metric2: 30
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Task: BGP_65412.10.0.6.2+179
AS path: 65050 I
Localpref: 100
Router ID: 10.0.6.2
The 10.0.5.254 protocol next hop in the command’s output reflects the fact that rl is not
overwriting the BGP next hop advertised to it from the P1 router. The absence of the 10.0.5.254
prefix in ré’s inet. 3 table means that the r6-r1 LSP will not be used when forwarding traffic
to P1 destinations. This lack of LSP forwarding is confirmed at ré:
[edit protocols mpls]
Tab@r6# run traceroute 120.120.0.1
traceroute to 120.120.0.1 (120.120.0.1), 30 hops max, 40 byte packets
1 10.0.2.14 (10.0.2.14) 0.591 ms 0.372 ms 0.283 ms
2 10.0.4.14 (10.0.4.14) 0.160 ms 0.160 ms 0.128 ms
3 120.120.0.1 (120.120.0.1) 0.240 ms 0.220 ms 0.207 ms
As predicted, traffic to 120.120/16 is not mapped to the r6—r1 LSP. You now modify ré’s
configuration to effect the installation of the 10.0.5.254/32 prefix into its inet. 3 routing table:
[edit protocols mpls]
Tab@r6# set label-switched-path ré6-r1 install 10.0.5.254

[edit]
Tab@r6# show protocols mpls
Tabel-switched-path r6-rl {
to 10.0.6.1;
install 10.0.5.254/32;
no-cspf;
primary use-r5;

}
path use-r5 {
10.0.3.5 Tloose;

}

interface all;
Proper operation is confirmed after committing the changes on r6:

[edit protocols mpls]
Tab@r6# run show route table inet.3

inet.3: 4 destinations, 4 routes (4 active, 0 holddown, 0 hidden)
Restart Complete
+ = Active Route, - = Last Active, * = Both
10.0.3.5/32 *[LDP/9] 00:11:36, metric 1
> to 10.0.8.6 via fe-0/1/0.0
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10.0.5.254/32 *[RSVP/7] 00:00:43, metric 20

> to 10.0.2.14 via fe-0/1/0.0, label-switched-path r6-ril
10.0.6.1/32 *[RSVP/7] 00:00:43, metric 20

> to 10.0.2.14 via fe-0/1/0.0, Tabel-switched-path ré6-rl
10.0.9.7/32 *[LDP/9] 00:11:36, metric 1

> to 10.0.8.6 via fe-0/1/0.0, Push 100001
Excellent! The 10.0.5.254 BGP next hop, as associated with P1’s 120.120/16 route, is
now resolvable through r6’s inet.3 table, which should result in r6 using the r6-r1 LSP
when forwarding to 120.120/16 destinations. Traceroute testing now confirms the required
LSP-forwarding behavior:
[edit protocols mpls]
lab@ré6# run traceroute 120.120.0.1
traceroute to 120.120.0.1 (120.120.0.1), 30 hops max, 40 byte packets
1 10.0.8.6 (10.0.8.6) 0.736 ms 0.562 ms 0.438 ms
MPLS Labe1=100026 CoS=0 TTL=1 S=1
2 10.0.2.10 (10.0.2.10) 0.657 ms 0.500 ms 0.444 ms
MPLS Labe1=100031 CoS=0 TTL=1 S=1
3 10.0.4.18 (10.0.4.18) 0.158 ms 0.152 ms 0.137 ms
120.120.0.1 (120.120.0.1) 0.245 ms 0.242 ms 0.215 ms

Installing Prefixes as Active

You will now modify ré’s configuration so that the r6-r1 LSP is used for both external
(120.120/16) and internal (10.0.5/24) destinations, according to this additional criterion:

= Ensure that traffic sent from r6 to the 10.0.5/25 subnet also takes the r6-r1 LSP.

To meet this requirement, you must install the r6—r1 LSP into the main inet. 0 routing table
so that the LSP can be used for both non-BGP traffic and for BGP next hop resolution (BGP
resolves its next hops through both inet.3 and inet.0, with the preference being inet.3-based
resolutions). The next statements result in the 10.0.5/24 entry being moved from inet. 3 into
the inet.0 table:

[edit protocols mpls]
Tab@r6# delete label-switched-path r6-rl1 install 10.0.5.254

[edit protocols mpls]
Tab@r6# set label-switched-path r6-r1 install 10.0.5/24 active

[edit]
Tab@r6# show protocols mpls
Tabel-switched-path r6-rl1 {

to 10.0.6.1;

install 10.0.5.0/24 active;
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no-cspf;
primary use-r5;
}
path use-r5 {
10.0.3.5 Toose;
}

interface all;

Verifying Active Prefixes
After the changes are committed, the presence of the r6—r1 LSP is confirmed in r6’s inet.0 table:

[edit]
Tab@r6# run show route 10.0.5/24

inet.0: 125624 destinations, 125631 routes (125624 active, 0 holddown, O hidden)
Restart Complete
+ = Active Route, - = Last Active, * = Both

10.0.5.0/24 *[RSVP/7] 00:01:26, metric 20
> to 10.0.8.6 via fe-0/1/0.0, label-switched-path r6-rl
[IS-IS/18] 00:14:52, metric 30
> to 10.0.2.14 via fe-0/1/1.0
To provide final verification that all requirements have been met, traceroutes are conducted
to 10.0.5/24 destinations as well as to the EBGP destinations that are associated with P1:
Tab@r6> traceroute 10.0.5.1
traceroute to 10.0.5.1 (10.0.5.1), 30 hops max, 40 byte packets
1 10.0.8.6 (10.0.8.6) 0.802 ms 0.610 ms 0.490 ms
MPLS Labe1=100026 CoS=0 TTL=1 S=1
2 10.0.2.10 (10.0.2.10) 0.663 ms 0.525 ms 0.449 ms
MPLS Labe1=100031 CoS=0 TTL=1 S=1
3 10.0.5.1 (10.0.5.1) 0.169 ms 0.163 ms 0.139 ms

lab@r6> traceroute 120.120.0.1
traceroute to 120.120.0.1 (120.120.0.1), 30 hops max, 40 byte packets
1 10.0.8.6 (10.0.8.6) 0.638 ms 0.476 ms 0.453 ms
MPLS Labe1=100026 CoS=0 TTL=1 S=1
2 10.0.2.10 (10.0.2.10) 0.521 ms 0.467 ms 0.622 ms
MPLS Labe1=100031 CoS=0 TTL=1 S=1
10.0.4.18 (10.0.4.18) 0.170 ms 0.170 ms 0.140 ms
4 120.120.0.1 (120.120.0.1) 0.253 ms 0.237 ms 0.219 ms
The presence of LSP forwarding for the specified internal and external destinations confirms
that you have met the requirements of this configuration scenario.
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sl Use care when configuring traffic engineering for internal destinations. In

ING some cases, forwarding internal traffic over an LSP can cause things to break.
Although not a problem with the JUNOS software version 5.6R1 used to
develop this book, installing a router’s loopback address as active has been
known to break RSVP signaling in previous software versions. In these earlier
versions, another router’s RSVP Path message that identifies rl as the egress
node could be forwarded through the r6-r1 LSP (due to LSPs being preferred
over an equivalent IGP route). However, the lack of valid RRO entries in the
resulting path message will result in RSVP signaling failures.

Traffic Engineering Shortcuts

Traffic engineering shortcuts provide a functionality that is similar to that of using install.
The main difference is that TE shortcuts result in the automatic installation of all prefixes that
are considered downstream of the LSP egress point into the inet.3 or inet.0 routing table
based on the specifics of the configuration. Put another way, you might analogize install with
the use of a scalpel that provides precise control over what routes are added to inet.3 or
inet.0, while TE shortcuts are more akin to using a chain saw.

The automatic installation of downstream prefixes relies on the presence of a link state
routing protocol with complete knowledge of the routing domain. This is because downstream
prefixes are computed by determining what routes would be reached on a SPF tree, when the LSP
is considered as a point-to-point link between the ingress and egress nodes. Keep an eye out for
networks with partial Link State Databases (LSDBs), such as in the case of the Multi-Level
IS-IS topology currently in use, because their lack of complete topology knowledge will likely
result in problems with TE shortcuts.

To complete this scenario, you must modify the configuration of ré according to these
stipulations:

= Do notuseinstall at r6.

= Ensure that traffic sent to the 10.0.5/24 and 120.120/16 destinations is forwarded over an
LSP that transits r5.

The restriction on the use of install means that you will need to use TE shortcuts to
meet the requirements of this scenario. The fact that r6 does not receive IS-IS L1 LSPs from
r1 makes this task problematic. With the current ré6-r1 LSP, TE shortcuts will have no effect
because r6 does not see rl as a node on its shortest path tree. This is demonstrated in the output
shown next:

Tab@r6# run show isis database rl
IS-IS level 1 Tink-state database:
0 LSPs

IS-IS Tevel 2 Tink-state database:
0 LSPs
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[edit]

Tab@r6# run show isis database r3

IS-IS Tevel 1 Tink-state database:
0 LSPs

IS-IS Tevel 2 Tink-state database:

LSP ID Sequence Checksum Lifetime Attributes
r3.00-00 0x27  Oxeea5 995 L1 L2
1 LSPs

To achieve the goals of this scenario, you need to redefine the LSP’s egress to be r3, because
r3 does appear in r6’s shortest path tree. You begin by removing the r1-ré LSP configuration
at r6:

[edit protocols mpls]
Tab@r6# delete Tabel-switched-path ré6-ri

A new LSP that terminates on r3 is now defined. Note that this LSP still references the
existing use-r5 path:

[edit protocols mpls]
Tab@ro6# set label-switched-path ré6-r3 to 10.0.3.3 no-cspf

[edit protocols mpls]

Tab@r6# set label-switched-path ré6-r3 primary use-r5
The new LSP configuration is displayed:

[edit protocols mpls]

Tab@r6# show

Tabel-switched-path r6-r3 {

to 10.0.3.3;
no-cspf;
primary use-r5;
1
path use-r5 {
10.0.3.5 Toose;
}

interface all;

After committing the changes, the inet. 3 routing table is displayed at r6 to confirm estab-
lishment of the r6-r3 LSP:

[edit]
Tab@r6# run show route table inet.3

inet.3: 2 destinations, 2 routes (2 active, 0 holddown, 0 hidden)
Restart Complete
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+ = Active Route, - = Last Active, * = Both
10.0.3.3/32 *[RSVP/7] 00:00:07, metric 10

> to 10.0.8.6 via fe-0/1/0.0, label-switched-path r6-r3
10.0.3.5/32 *[LDP/9] 00:28:38, metric 1

> to 10.0.8.6 via fe-0/1/0.0

To enable TE shortcut computations, the IS-IS protocol instance at r6 is modified as
shown next:
[edit protocols isis]
Tab@r5# set traffic-engineering shortcuts

When the inet. 3 table is again displayed, the effect of traffic-engineering shortcuts
becomes obvious, even to the most casual of observers:
[edit]
Tab@r6# run show route table inet.3

inet.3: 14 destinations, 15 routes (14 active, 0 holddown, 0 hidden)
Restart Complete

+ = Active Route, - = Last Active, * = Both
10.0.2.4/30 *[IS-1S/18] 00:17:25, metric 20

> to 10.0.8.6 via fe-0/1/0.0, label-switched-path r6-r3
10.0.2.16/30 *[IS-IS/18] 00:17:25, metric 30

> to 10.0.8.6 via fe-0/1/0.0, label-switched-path r6-r3
10.0.3.3/32 *[RSVP/7] 00:19:21, metric 10

> to 10.0.8.6 via fe-0/1/0.0, label-switched-path r6-r3
[IS-1IS/18] 00:17:25, metric 10
> to 10.0.8.6 via fe-0/1/0.0, label-switched-path r6-r3

10.0.3.4/32 *[IS-IS/18] 00:17:25, metric 20

> to 10.0.8.6 via fe-0/1/0.0, label-switched-path r6-r3
10.0.3.5/32 *[LDP/9] 00:19:04, metric 1

> to 10.0.8.6 via fe-0/1/0.0
10.0.4.0/30 *[IS-1S/18] 00:17:25, metric 20

> to 10.0.8.6 via fe-0/1/0.0, label-switched-path r6-r3
10.0.4.4/30 *[IS-IS/18] 00:17:25, metric 30

> to 10.0.8.6 via fe-0/1/0.0, label-switched-path r6-r3
10.0.4.8/30 *[IS-IS/18] 00:17:25, metric 30

> to 10.0.8.6 via fe-0/1/0.0, label-switched-path r6-r3
10.0.4.12/30 *[IS-1S/18] 00:17:25, metric 20

> to 10.0.8.6 via fe-0/1/0.0, label-switched-path r6-r3
10.0.4.16/30 *[IS-IS/18] 00:17:25, metric 30

> to 10.0.8.6 via fe-0/1/0.0, label-switched-path r6-r3
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10.0.5.0/24 *[IS-1S/18] 00:17:25, metric 30

> to 10.0.8.6 via fe-0/1/0.0, label-switched-path r6-r3
10.0.6.1/32 *[IS-IS/18] 00:17:25, metric 20

> to 10.0.8.6 via fe-0/1/0.0, label-switched-path r6-r3
10.0.6.2/32 *[IS-IS/18] 00:17:25, metric 20

> to 10.0.8.6 via fe-0/1/0.0, label-switched-path r6-r3
10.0.9.7/32 *[LDP/9] 00:15:16, metric 1

> to 10.0.8.6 via fe-0/1/0.0, Push 100029

The display indicates that most of the prefixes associated with the L2 backbone and L1
area 0001 have been installed into r6’s inet. 3 table with the r6-r3 LSP as the next hop. While
closer to your goal, internal traffic will not take the LSP, because only BGP looks into inet. 3.
This is confirmed with a quick traceroute:
[edit]
Tab@r6# run traceroute 10.0.5.1
traceroute to 10.0.5.1 (10.0.5.1), 30 hops max, 40 byte packets
1 10.0.2.14 (10.0.2.14) 0.410 ms 0.299 ms 0.244 ms
2 10.0.5.1 (10.0.5.1) 0.165ms 0.151 ms 0.132 ms

To meet all the requirements of this scenario, your TE shortcuts must be moved into the ré’s
inet.O0 table. This is achieved with the addition of a bgp-1igp statement issued at the edit
protocols mpls hierarchy, as shown here:
[edit]
Tab@r6# set protocols mpls traffic-engineering bgp-igp

[edit]
Tab@r6# show protocols mpls
traffic-engineering bgp-igp;
Tabel-switched-path r6-r3 {
to 10.0.3.3;
no-cspf;

primary use-r5;
}
path use-r5 {

10.0.3.5 Toose;
}

interface all;

After the commit, the results are confirmed:
[edit]
Tab@r6# run show route table inet.3
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[edit]
Tab@r6#
The inet.3 table is now empty because the bgp-1gp statement has caused the contents of
inet.3 to be moved into the inet.0 routing table, as confirmed here:
[edit]
Tab@r6# run show route 10.0.5/24

inet.0: 125636 destinations, 125645 routes (125636 active, 0 holddown, O hidden)
Restart Complete
+ = Active Route, - = Last Active, * = Both

10.0.5.0/24 *[IS-IS/18] 00:00:17, metric 30
> to 10.0.8.6 via fe-0/1/0.0, label-switched-path r6-r3

The final verification involves some traceroute testing to the 10.0.5/24 internal destination,

as well as to the 120.120/16 external route:
[edit]
Tab@r6# run traceroute 10.0.5.1
traceroute to 10.0.5.1 (10.0.5.1), 30 hops max, 40 byte packets

1 10.0.8.6 (10.0.8.6) 0.812 ms 0.552 ms 0.506 ms

MPLS Label1=100027 CoS=0 TTL=1 S=1
2 10.0.2.2 (10.0.2.2) 0.487 ms 0.499 ms 0.441 ms
3 10.0.5.1 (10.0.5.1) 0.350 ms 0.227 ms 0.442 ms

[edit]

Tab@r6# run traceroute 120.120.0.1
traceroute to 120.120.0.1 (120.120.0.1), 30 hops max, 40 byte packets
1 10.0.8.6 (10.0.8.6) 0.638 ms 0.489 ms 0.431 ms

MPLS Label=100027 CoS=0 TTL=1 S=1

2 10.0.2.2 (10.0.2.2) 0.656 ms 0.634 ms 0.410 ms

3 10.0.4.14 (10.0.4.14) 0.305ms 0.679 ms 0.407 ms

4 120.120.0.1 (120.120.0.1) 0.508 ms 0.701 ms 0.404 ms

The traceroute output confirms that LSP forwarding is now in place between r6 and the
specified prefixes. The heavy-handed nature of TE shortcuts results in various other destina-
tions also being mapped to the r6—r3 LSP, however. This is one of the reasons why TE shortcuts
can be problematic, making the use of install generally preferred. Another side effect of
TE shortcuts on r6 is the fact that the LDP signaled LSP that terminates on r7 has also been
moved into the inet.0 routing table, as shown next:

[edit]
Tab@r6# run show route 10.0.9.7
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inet.0: 125637 destinations, 125646 routes (125637 active, 0 holddown, 0 hidden)
Restart Complete
+ = Active Route, - = Last Active, * = Both

10.0.9.7/32 *[LDP/9] 00:11:10, metric 1
> to 10.0.8.6 via fe-0/1/0.0, Push 100029
[IS-IS/15] 00:11:07, metric 20
> to 10.0.8.6 via fe-0/1/0.0

[edit]
Tab@r6# run traceroute 10.0.9.7
traceroute to 10.0.9.7 (10.0.9.7), 30 hops max, 40 byte packets

1 10.0.8.6 (10.0.8.6) 0.649 ms 3.877 ms 0.445 ms

MPLS Label=100029 CoS=0 TTL=1 S=1
2 10.0.9.7 (10.0.9.7) 0.165 ms 0.155 ms 0.133 ms
The traceroute test confirms that internal traffic is now able to use r6’s LDP and RSVP

signaled LSPs. Due to the inherent sloppiness of TE shortcuts, especially when combined with
traffic-engineering bgp-igp, the r6-r3 LSP and its related TE shortcut configuration
are removed from r6 before proceeding to the next configuration task:
[edit]
Tab@r6# delete protocols mpls label-switched-path ré6-r3

[edit]
Tab@r6# delete protocols mpls path use-r5

[edit]
Tab@r6# delete protocols mpls traffic-engineering

[edit]
Tab@r6# delete protocols isis traffic-engineering shortcuts

Prefix Mapping

When multiple, equal-cost LSPs exist between ingress and egress nodes, the default JUNOS
software behavior is to randomly load-balance the associated traffic over each such LSP. In
some cases, it may be desirable to map specific prefixes to specific LSPs, such as in the case of
amulti-level service offering that is achieved through diverse LSP routing that results in differing
QoS levels.

Generally speaking, there are two main ways to map traffic to a particular LSP, at least when
Filter Based Forwarding (FBF) is not a consideration (FBF is covered in Chapter 3, “Firewall Filter
and Traffic Sampling”). The most common prefix-to-LSP mapping technique involves
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forwarding table policy at the LSP ingress node (the receiver of the routes), typically making
use of route filter or community-based match conditions to map traffic to a particular LSP.
The other common approach involves BGP next hop manipulation at the LSP egress node (the
advertiser of the routes) such that the default BGP next hop resolution behavior at the LSP
ingress results in the mapping of a given prefix to the desired LSP.

To complete the LSP prefix mapping scenario, you must configure your network to meet
these criteria:

= Establish LSP r7-r3, ensuring that the LSP transits r5.
=  Establish LSP r7—r3—-prime, ensuring that the LSP transits r5 and r6.

= Map all routes with a netmask less than /25 to the r7—r3 LSP; map all remaining routes to
the r7—r3-prime LSP.

In this example, traffic will be mapped to each LSP based on the LSP ingress policy, as
opposed to BGP next hop manipulation at the LSP’s egress.

Configuring LSP-to-Prefix Mapping

You begin by establishing the two LSPs from r7 to r3, taking care to ensure that both of them
meet the stipulated routing constraints. While CSPF could be used to control LSP routing,
this author believes that it is more expedient to simply use ERO-based routing constraints
in this case. The following commands define the r7—r3 LSP and create the use-r5 path that
will constrain the LSP’s routing:

[edit protocols mpls]

Tab@r7# set label-switched-path r7-r3 to 10.0.3.3 no-cspf

[edit protocols mpls]
Tab@r7# set label-switched-path r7-r3 primary use-r5

[edit protocols mpls]
Tab@r7# set path use-r5 10.0.3.5 loose
r7’s modified configuration is shown next, with the recent changes highlighted:
[edit protocols mpls]
Tab@r7# show
label-switched-path r7-r3 {

to 10.0.3.3;
no-cspf;
primary use-r5;
1
path use-r5 {

10.0.3.5 loose;

}

interface all;
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The next set of commands defines the r7—r3—-prime LSP, and the corresponding use-r5-ré6
path that will force the LSP’s routing through r5 and ré as required by the specifics of this
example:

[edit protocols mpls]
Tab@r7# set label-switched-path r7-r3-prime to 10.0.3.3 no-cspf

[edit protocols mpls]
Tab@r7# set 1abel-switched-path r7-r3-prime primary use-r5-ré

[edit protocols mpls]
Tab@r7# set path use-r5-r6 10.0.3.5 loose

[edit protocols mpls]
Tab@r7# set path use-r5-r6 10.0.9.6 loose
The modified configuration at r7 is shown next with the recent changes highlighted:
[edit protocols mpls]
Tab@r7# show
Tabel-switched-path r7-r3 {
to 10.0.3.3;
no-cspf;
primary use-r5;
}
label-switched-path r7-r3-prime {

to 10.0.3.3;
no-cspf;
primary use-r5-r6;

1
path use-r5 {
10.0.3.5 Tloose;

}
path use-r5-r6 {

10.0.3.5 loose;

10.0.9.6 loose;

1

interface all;
Before concerning yourself with prefix mapping, you commit the initial changes and verify
the correct establishment of both the LSPs between r7 and r3:
[edit protocols mpls]
Tab@r7# run show rsvp session ingress detail
Ingress RSVP: 2 sessions
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10.0.3.3
From: 10.0.9.7, LSPstate: Up, ActiveRoute: 63126
LSPname: r7-r3, LSPpath: Primary

Suggested Tabel received: -, Suggested Tabel sent: -
Recovery Tlabel received: -, Recovery label sent: 100009
Resv style: 1 FF, Label in: -, Label out: 100009

Time left: -, Since: Mon Feb 17 06:08:28 2003

Tspec: rate Obps size Obps peak Infbps m 20 M 1500
Port number: sender 1 receiver 58625 protocol 0
PATH rcvfrom: localclient

PATH sentto: 10.0.8.9 (fe-0/3/1.0) 18 pkts

RESV rcvfrom: 10.0.8.9 (fe-0/3/1.0) 19 pkts
Explct route: 10.0.8.9 10.0.3.5

Record route: <self> 10.0.8.9 10.0.2.2

10.0.3.3
From: 10.0.9.7, LSPstate: Up, ActiveRoute: 62349
LSPname: r7-r3-prime, LSPpath: Primary

Suggested label received: -, Suggested label sent: -
Recovery Tlabel received: -, Recovery label sent: 100010
Resv style: 1 FF, Label in: -, Label out: 100010

Time Teft: -, Since: Mon Feb 17 06:18:57 2003

Tspec: rate Obps size Obps peak Infbps m 20 M 1500

Port number: sender 1 receiver 58629 protocol 0

PATH rcvfrom: Tocalclient

PATH sentto: 10.0.8.9 (fe-0/3/1.0) 1 pkts

RESV rcvfrom: 10.0.8.9 (fe-0/3/1.0) 1 pkts

Explct route: 10.0.8.9 10.0.3.5 10.0.9.6

Record route: <self> 10.0.8.9 10.0.8.5 10.0.2.14
Total 2 displayed, Up 2, Down O

The highlights call out the fact that both LSPs have been established and that their routing
is in accordance with the restrictions posed for this scenario. Also of note is the number of
active prefixes shown for the two LSPs; the count values of 63126 and 62349 displayed for the
r7—r3 and r7-r3-prime LSPs, respectively, represent a nearly ideal split of the 125,000 or
so BGP routes currently being advertised by r3. Some fancy CLI footwork affirms the count
values and provides some additional detail:

Tab@r7> show route source-gateway 10.0.3.3
inet.0: 125529 destinations, 125535 routes (125529 active, 0 holddown, O hidden)

Restart Complete
+ = Active Route, - = Last Active, * = Both
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3.0.0.0/8 *[BGP/170] 00:02:46, Tocalpref 100, from 10.0.3.3
AS path: 65222 10458 14203 701 7018 80 I
> to 10.0.8.9 via fe-0/3/1.0, Tabel-switched-path r7-r3
to 10.0.8.9 via fe-0/3/1.0, Tabel-switched-path r7-r3-
prime
4.0.0.0/8 *[BGP/170] 01:25:16, Tocalpref 100, from 10.0.3.3
AS path: 65222 10458 14203 3561 1 I
> to 10.0.8.9 via fe-0/3/1.0, label-switched-path r7-r3
to 10.0.8.9 via fe-0/3/1.0, Tabel-switched-path r7-r3-prime
6.1.0.0/16 *[BGP/170] 01:25:16, Tocalpref 100, from 10.0.3.3
AS path: 65222 10458 14203 3561 701 668 7170 1455 I
> to 10.0.8.9 via fe-0/3/1.0, label-switched-path r7-r3

to 10.0.8.9 via fe-0/3/1.0, label-switched-path r7-r3-
prime

The output confirms the presence of two equal-cost LSPs available for load balancing to BGP
prefixes learned from 10.0.3.3.

By default, RSVP LSPs are assigned a metric that is equal to the IGP’s best route

P to that destination. You can manually set the metric of an RSVP signaled LSP
with the metric keyword under the edit protocols mpls label-switched-path
path-name hierarchy. LDP LSPs are assigned a metric of 1 by default. Use
the track-igp-metric command under the edit protocols 1dp hierarchy to
have LDP signaled LSPs track the IGP metric to a given destination.

In the case of this truncated output, the routes shown have all been mapped to the r7-r3
LSP. Armed with the specifics of the display syntax, CLI-matching functions are now used to
verify the default prefix-to-LSP mapping counts:

Tab@r7> show route source-gateway 10.0.3.3 | match > | match "(r7-r3$)" | count
Count: 63135 lines
Taber7>

In this example, the active forwarding next hops for the routes learned from 10.0.3.3 (match-
ing is based on the presence of the > character) are piped to a regular expression (regx) that
matches only on r7-r3. In this example, the lines that match the regx are then piped to the CLI
count function, yielding the value of 63135. Adjusting the syntax to match on the second LSP
yields the following output:

Tab@r7> show route source-gateway 10.0.3.3 | match > | match r7-r3-prime | count
Count: 62338 lines

Tabe@r7>
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With knowledge of the default LSP load balancing behavior at r7, you move on to the prefix
mapping aspects of this configuration task. You begin by creating the first term in the new
1sp-map policy:

[edit]
Tab@r7# edit policy-options policy-statement Tsp-map

[edit policy-options policy-statement Tsp-map]
Tab@r7# set term 1 from protocol bgp

[edit policy-options policy-statement 1sp-map]
Tab@r7# set term 1 from neighbor 10.0.3.3

[edit policy-options policy-statement Tsp-map]
Tab@r7# set term 1 from route-filter 0/0 upto /23

[edit policy-options policy-statement 1sp-map]
Tab@r7# set term 1 then install-nexthop 1Isp r7-r3

[edit policy-options policy-statement Tsp-map]
Tab@r7# set term 1 then accept
The first term in the Tsp-map policy is now displayed:

[edit policy-options policy-statement Tsp-map]
Tab@r7# show term 1
from {

protocol bgp;

neighbor 10.0.3.3;

route-filter 0.0.0.0/0 upto /24;
}
then {

install-nexthop TIsp r7-r3;

accept;

The match conditions in the first term ensure that only BGP routes learned from r3 (10.0.3.3)
will be subjected to the effects of the LSP mapping policy. This level of matching selectivity
is not strictly necessary here, as BGP routes learned from other peerings will not resolve to the
BGP next hop of 10.0.3.3, therefore making them ineligible for LSP forwarding over either
the r7-r3 or the r7-r3—prime LSPs. The route filter line matches only on the prefix length,
as the 0.0.0.0/0 initial match conditions indicate a “do not care” for the actual prefix value.
The highlighted accept action is critical for proper mapping operation. Without the terminat-
ing action, routes matching the first term will continue to be evaluated by your forwarding table
policy, and this can result in remapping the prefixes to another LSP.
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ING the policy’s match condition did not result in the desired behavior. According
to the documentation set, the neighbor keyword allows the specification of
a directly, or indirectly, connected BGP peer when used as part of a from match
condition. While it is unclear at the time of this writing whether the problem
relates to incorrect software behavior, or a less-than-perfect documentation
set, the main point is that you should never take the result of any configuration
for granted! The successful JNCIE candidate will always take a moment to
confirm the correct operation of their configurations.

ﬁl‘ Despite indications to the contrary, use of from neighbor 10.0.3.3 as part of

You now add a second policy term to the Tsp—map policy, which functions to match on all
routes that were not accepted by the first term for mapping to the r7—r3—prime LSP. In this
case, the route filter statement is not strictly necessary (the term’s goal, after all, is to match
on all remaining routes); it is included here for general consistency with the first term. Note that
the ordering of the terms is significant in this example. Listing the second term first would cause
all routes to be mapped to the r7—r3-prime LSP. The accept action in the second term is
also important. Without it, routes matching term 2 would fall through to the default policy,
where they would end up being balanced between the two LSPs.

The completed T1sp-map policy is now displayed:

[edit policy-options policy-statement 1sp-map]
Tab@r7# show
term 1 {
from {
protocol bgp;
neighbor 10.0.3.3;
route-filter 0.0.0.0/0 upto /24;
}
then {
install-nexthop 1sp r7-r3;
accept;

}
term 2 {
from {
protocol bgp;
neighbor 10.0.3.3;
route-filter 0.0.0.0/0 upto /32;
}
then {
install-nexthop 1sp r7-r3-prime;
accept;
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You must apply your prefix mapping policy to the main routing instance’s forwarding table
in order for it to take effect. The following command correctly applies the Tsp—map policy
as export:

[edit routing-options]
Tab@r7# set forwarding-table export Isp-map

[edit routing-options]
Tab@r7# show
graceful-restart;
static {
route 10.0.200.0/24 {
next-hop 10.0.1.102;
no-readvertise;
}
route 0.0.0.0/0 reject;
}
aggregate {
route 10.0.0.0/16;
}
autonomous-system 65412;
forwarding-table {

export Tsp-map;

1
Verifying LSP-to-Prefix Mapping

After committing the changes related to the Tsp—map policy, you verify its effect using the same
commands demonstrated previously when the default prefix mapping behavior was explored.
You start by inspecting the number of routes now shown as active for each LSP in the output
of the show rsvp session ingress detail command:

[edit]

Tab@r7# run show rsvp session ingress detail

Ingress RSVP: 2 sessions

10.0.3.3
From: 10.0.9.7, LSPstate: Up, ActiveRoute: 118034
LSPname: r7-r3, LSPpath: Primary

Suggested Tabel received: -, Suggested Tabel sent: -
Recovery Tlabel received: -, Recovery label sent: 100009
Resv style: 1 FF, Label in: -, Label out: 100009

Time left: -, Since: Mon Feb 17 06:08:28 2003

Tspec: rate Obps size Obps peak Infbps m 20 M 1500
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Port number: sender 1 receiver 58625 protocol 0
PATH rcvfrom: Tocalclient
PATH sentto: 10.0.8.9 (fe-0/3/1.0) 159 pkts
RESV rcvfrom: 10.0.8.9 (fe-0/3/1.0) 159 pkts
Explct route: 10.0.8.9 10.0.3.5
Record route: <self> 10.0.8.9 10.0.2.2
10.0.3.3
From: 10.0.9.7, LSPstate: Up, ActiveRoute: 7447
LSPname: r7-r3-prime, LSPpath: Primary

Suggested Tabel received: -, Suggested Tabel sent: -
Recovery Tlabel received: -, Recovery label sent: 100010
Resv style: 1 FF, Label in: -, Label out: 100010

Time left: -, Since: Mon Feb 17 06:18:57 2003

Tspec: rate Obps size Obps peak Infbps m 20 M 1500

Port number: sender 1 receiver 58629 protocol 0

PATH rcvfrom: Tocalclient

PATH sentto: 10.0.8.9 (fe-0/3/1.0) 144 pkts

RESV rcvfrom: 10.0.8.9 (fe-0/3/1.0) 144 pkts

Explct route: 10.0.8.9 10.0.3.5 10.0.9.6

Record route: <self> 10.0.8.9 10.0.8.5 10.0.2.14
Total 2 displayed, Up 2, Down 0O

The highlights call out the dramatic change in the distribution of prefix-to-LSP mappings for
the BGP routes learned from r3. The JUNOS software CLI-matching function is used to provide
some additional spot checks of the Tsp-map policy’s operation:
[edit]
Tab@r7# run show route source-gateway 10.0.3.3 | match "(/[>)"

3.0.0.0/8 *[BGP/170] 00:04:26, Tocalpref 100, from 10.0.3.3

> to 10.0.8.9 via fe-0/3/1.0, label-switched-path r7-r3
4.0.0.0/8 *[BGP/170] 03:20:22, Tocalpref 100, from 10.0.3.3

> to 10.0.8.9 via fe-0/3/1.0, label-switched-path r7-r3
6.1.0.0/16 *[BGP/170] 03:20:22, Tocalpref 100, from 10.0.3.3

> to 10.0.8.9 via fe-0/3/1.0, label-switched-path r7-r3
6.2.0.0/22 *[BGP/170] 03:20:22, Tocalpref 100, from 10.0.3.3

> to 10.0.8.9 via fe-0/3/1.0, label-switched-path r7-r3
6.3.0.0/18 *[BGP/170] 03:20:22, Tocalpref 100, from 10.0.3.3

> to 10.0.8.9 via fe-0/3/1.0, label-switched-path r7-r3
6.4.0.0/16 *[BGP/170] 03:20:22, Tocalpref 100, from 10.0.3.3

> to 10.0.8.9 via fe-0/3/1.0, label-switched-path r7-r3
6.5.0.0/19 *[BGP/170] 03:20:22, Tocalpref 100, from 10.0.3.3

> to 10.0.8.9 via fe-0/3/1.0, label-switched-path r7-r3
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6.8.0.0/20 *[BGP/170] 03:20:22, Tocalpref 100, from 10.0.3.3

> to 10.0.8.9 via fe-0/3/1.0, label-switched-path r7-r3
6.9.0.0/20 *[BGP/170] 03:20:22, Tocalpref 100, from 10.0.3.3

> to 10.0.8.9 via fe-0/3/1.0, label-switched-path r7-r3
6.10.0.0/15 *[BGP/170] 03:20:22, Tlocalpref 100, from 10.0.3.3

> to 10.0.8.9 via fe-0/3/1.0, label-switched-path r7-r3

All of the routes shown in this truncated display have prefix lengths equal to, or less than,
the cutoff length of /24, and all are correctly shown as being mapped to the r7-r3 LSP in this
example. The next command counts the routes that are learned from 10.0.3.3 with mask
lengths in the range of 25-32:

[edit]

Tab@r7# run show route source-gateway 10.0.3.3 | match "
(/25|/26|/271/281/291/30|/31|/32)" | count

Count: 7449 Tines

The results confirm that the prefix mapping policy at r7 is working in accordance with all
criteria specified for this scenario.

Summary of Routing Table Integration

By default, signaled LSPs are placed into the inet.3 routing table where they can be used for
BGP next hop resolution only.

4 Although not shown in this chapter, you should note that a statically defined
JTE LSP is placed into the inet.0 routing table where it can be used by internal and
external traffic.

This default behavior results in LSP-based forwarding for external prefixes only. Note that
failing to set the BGP next hop to sel1f on routers with external peers normally results in
IGP forwarding (as opposed to LSP forwarding), due to the EBGP peer’s next hop not being
present in the inet. 3 routing table.

This section provided an example of how the default behavior can be modified using the
install option to manually place prefix-to-LSP entries into the inet. 3 table, and also showed
how the active keyword can be used to place these manually defined entries into the inet.0
routing table where they can be used to evoke LSP forwarding for both internal and external
destinations.

The use of traffic-engineering shortcuts, both with the default bgp and with the
bgp-1igp switch, was also demonstrated. TE shortcuts rely on a link state IGP with knowledge
of the prefixes that are reachable downstream of the LSP egress point. By default, TE shortcuts
install all downstream prefixes into the inet.3 table where they can be used for BGP next
hop resolution. Configuring bgp-1igp causes the contents of the inet. 3 table to be moved into
inet.0, which makes the LSP visible to both internal and external prefixes.
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Note that TE shortcuts pose problems when you need to be selective about what prefixes
should, or should not, be mapped to a particular LSP, especially when you have an ingress node
with a less-than-complete knowledge of the link state topology. Incomplete knowledge of
the link state topology occurs in a multi-level IS-IS network and in a multi-area OSPF network.

Traffic Protection

JUNOS software supports a variety of mechanisms that can be used to “protect” traffic
associated with an LSP. Traffic protection options include secondary paths, Fast Reroute
(FRR), link protection, fate sharing, and preemption.

This section will provide various configuration scenarios that demonstrate key MPLS
protection features and capabilities.

Secondary Paths

Secondary LSP paths are used to provide a backup for a primary LSP path. You can define

as many secondary paths as you like, but only one secondary LSP path will be established at any
given time. You can have only one primary path definition, however. When multiple secondary
definitions exist, the secondary LSP paths are signaled according to their setup priority and,
in the event of a priority tie, the order in which they are listed.

A secondary path can be placed in a standby state, whereas the LSP is established before
the primary path fails. The default behavior is to signal and establish a secondary path after the
primary path is detected as down. Traffic will automatically revert back to the primary path
when it is reestablished and remains established for at least 60 seconds. To prevent traffic from
reverting back to a path that has previously failed, define only secondary LSPs.

When CSPF is used to calculate LSP paths, the routing of a secondary path will automatically
avoid using path elements that are common to the corresponding primary LSP when possible.
When diverse routing is mandated, you should make use of EROs to ensure that the primary
and secondary paths will not share particular elements. This is especially true when CSPF is not
in use.

To complete this configuration task, you must modify the configuration of rl to meet these
requirements:

= Protect the r1-r7 LSP with a secondary path.
=  Ensure that both the primary and secondary paths are established.

= Make both LSPs reserve 70Mbps of bandwidth while making sure that their bandwidth
reservations are not double-counted.

*  You must not use EROs to control the routing of the LSPs.

Based on the criteria specified, you must configure a secondary path that will be placed in
the standby state. Diverse routing for the two paths is not required, and the use of EROs has
been prohibited. This is significant, because attempting to use CSPF will result in LSP setup
failure, due to the lack of a domain-wide TED in r1.
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The following commands delete the existing r1-r7 LSP definition at r1 and redefine the new
primary path:
[edit protocols mpls]
Tab@rl# delete label-switched-path ri-r7

[edit protocols mpls]
Tab@rl# set label-switched-path ri-r7 no-cspf to 10.0.9.7 primary rl-r7

[edit protocols mpls]
Tab@rl# set label-switched-path ri-r7 bandwidth 70M

The bandwith parameter is specified at the LSP level in this case, because both the primary
and secondary paths are expected to reserve the same amount of bandwidth. The same logic
holds for the no-cspf specification, which is also defined at the LSP level. You now define
a null r1-r7 path to allow your configuration to commit. You must define a named path when
setting a LSP as primary or secondary because these keywords must be followed by the
specification of a named path. The restriction on EROs in this example forces the definition of
an empty path:

[edit protocols mpls]
Tab@rl# set path rl-r7
The modified LSP configuration is now shown on rl:
Tab@rl# show
label-switched-path rl-r7 {

to 10.0.9.7;

bandwidth 70m;

no-cspf;

primary rl-r7;
1
path rl-r7;
interface all;

Before adding the secondary LSP, you commit your changes and verify establishment of the

rl1-r7 primary LSP:
[edit]
Tab@rl# run show mpls Isp ingress extensive
Ingress LSP: 1 sessions

10.0.9.7
From: 10.0.6.1, State: Up, ActiveRoute: 0, LSPname: rl-r7
ActivePath: ri1-r7 (primary)
LoadBalance: Random
Encoding type: Packet, Switching type: Packet, GPID: IPv4
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*Primary rl-r7 State: Up
Bandwidth: 70Mbps
Received RRO:

10.0.4.13 10.0.2.6 10.0.2.17

4 Feb 19 04:30:36 Selected as active path
3 Feb 19 04:30:36 Record Route: 10.0.4.13 10.0.2.6 10.0.2.17
2 Feb 19 04:30:36 Up
1 Feb 19 04:30:36 Originate Call

Created: Wed Feb 19 04:27:50 2003

Total 1 displayed, Up 1, Down 0O

The output confirms that the new path has been established with the required reservation of
70Mbps. The primary path indication is also highlighted. A quick look at the RSVP interface
state further confirms the presence of reserved bandwidth:

[edit]
Tab@rl# run show rsvp interface
RSVP interface: 4 active

Active Static Available Reserved Highwater
Interface State resv Subscription BW BW BW mark
fe-0/0/0.0 Up 0 100% 100Mbps 100Mbps Obps Obps
fe-0/0/1.0 Up 1 100% 100Mbps 30Mbps 70Mbps 70Mbps
fe-0/0/2.0 Up 0 100% 100Mbps 100Mbps Obps Obps
fe-0/0/3.0 Up 0 100% 100Mbps 100Mbps Obps 20Mbps

With the primary path correctly established, you move on to configure the secondary path:
[edit protocols mpls]
Tab@rl# set label-switched-path ri-r7 secondary rl-r7-prime standby
Note the use of the standby keyword in the secondary path’s definition. This causes the
router to try to establish the secondary path, regardless of the operational state of the primary
path; standby secondary behavior is required by the criteria in this example. As with the pri-
mary named path, you also define a null named path for the secondary:
[edit protocols mpls]
Tab@rl# set path rl-r7-prime
The additions to r1’s configuration are now displayed, with highlights added to the entries
relating to the secondary LSP:
[edit protocols mpls]
Tab@rl# show
Tabel-switched-path rl-r7 {
to 10.0.9.7;
bandwidth 70m;
no-cspf;
primary rl-r7;
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secondary rl-r7-prime {
standby;

1
}
path rl-r7;
path rl-r7-prime;
interface all;

Verifying Secondary Path

After committing the changes on rl, you display the RSVP session status to determine if both

primary and secondary paths have been established:
[edit protocols mpls]

Tab@rl# run show rsvp session ingress detail
Ingress RSVP: 2 sessions

10.0.9.7
From: 10.0.6.1, LSPstate: Up, ActiveRoute: 0
LSPname: rl-r7, LSPpath: Primary

Suggested label received: -, Suggested label sent: -
Recovery Tlabel received: -, Recovery label sent: 100002
Resv style: 1 FF, Label in: -, Label out: 100002

Time Teft: -, Since: Wed Feb 19 04:48:48 2003

Tspec: rate 70Mbps size 70Mbps peak Infbps m 20 M 1500
Port number: sender 1 receiver 53606 protocol 0

PATH rcvfrom: Tocalclient

PATH sentto: 10.0.4.13 (fe-0/0/1.0) 6 pkts

RESV rcvfrom: 10.0.4.13 (fe-0/0/1.0) 6 pkts

Record route: <self> 10.0.4.13 10.0.2.6 10.0.2.17

10.0.9.7
From: 10.0.6.1, LSPstate: Dn, ActiveRoute: 0
LSPname: rl-r7, LSPpath: Secondary

Suggested label received: -, Suggested label sent: -
Recovery label received: -, Recovery label sent: -
Resv style: 0 -, Label in: -, Label out: -

Time left: -, Since: Wed Feb 19 04:49:17 2003

Tspec: rate 70Mbps size 70Mbps peak Infbps m 20 M 1500
Port number: sender 2 receiver 53607 protocol 0
PATH rcvfrom: Tocalclient
PATH sentto: 10.0.4.17 (fe-0/0/3.0) 5 pkts
Record route: <self> ...incomplete
Total 2 displayed, Up 1, Down 1
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Not good. While the display correctly indicates that two ingress RSVP sessions to 10.0.9.7
are defined at rl1, the display also makes it clear that the secondary path has not been success-
fully established. The output from a show mp1s 1sp command provides a critical clue to the
nature of the problem. Generally speaking, when troubleshooting RSVP and/or CSPF problems
you should try the show mp1s 1sp command with the extensive switch:

[edit protocols mpls]
Tab@rl# run show mpls Isp ingress extensive
Ingress LSP: 1 sessions

10.0.9.7
From: 10.0.6.1, State: Up, ActiveRoute: 0, LSPname: rl-r7
ActivePath: rl-r7 (primary)
LoadBaTlance: Random
Encoding type: Packet, Switching type: Packet, GPID: IPv4
*Primary  rl-r7 State: Up
Bandwidth: 70Mbps
Received RRO:
10.0.4.13 10.0.2.6 10.0.2.17
4 Feb 19 04:48:48 Selected as active path
3 Feb 19 04:48:48 Record Route: 10.0.4.13 10.0.2.6 10.0.2.17
2 Feb 19 04:48:48 Up
1 Feb 19 04:48:48 Originate Call
Standby  rl-r7-prime State: Dn
Bandwidth: 70Mbps
2 Feb 19 04:57:08 10.0.4.17: Requested bandwidth unavailable[15 times]
1 Feb 19 04:49:17 Originate Call
Created: Wed Feb 19 04:39:53 2003
Total 1 displayed, Up 1, Down O

The highlighted entries make it clear that the secondary path cannot be established due to
insufficient bandwidth being available for the reservation at 10.0.4.17 (r4). Considering that
the Fast Ethernet link between rl and r4 operates at 100Mbps, and that 2x70Mbps equals
140Mbps, this error should not be too surprising. While you could adjust the RSVP subscription
percentage on the other routers in the test bed to allow RSVP oversubscription, this would
be in violation of the requirement that the bandwidth for the two LSPs not be double-counted.

The following command changes the RSVP reservation style from the default Fixed Filter
(FF) to a Shared Explicit (SE) style; SE style reservations allow resources to be shared among
multiple LSPs that share a common Session Object parameter. Note that the adaptive keyword
is specified at the LSP level in this case, because your goal is to evoke an SE style reservation
for both the primary and secondary paths:

[edit protocols mpls]
Tab@rl# set Tlabel-switched-path rl-r7 adaptive
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After the changes are committed, the status of the secondary path is once again
displayed:
[edit protocols mpls]
Tab@rl# run show mpls Isp ingress extensive
Ingress LSP: 1 sessions

10.0.9.7

From: 10.0.6.1, State: Up, ActiveRoute: 0, LSPname: rl-r7

ActivePath: rl-r7 (primary)

LoadBaTlance: Random

Encoding type: Packet, Switching type: Packet, GPID: IPv4

*Primary rl-r7 State: Up
Bandwidth: 70Mbps
Received RRO:

10.0.4.13 10.0.2.6 10.0.2.17

4 Feb 19 05:21:38 Selected as active path
3 Feb 19 05:21:38 Record Route: 10.0.4.13 10.0.2.6 10.0.2.17
2 Feb 19 05:21:38 Up
1 Feb 19 05:21:38 Originate Call

Standby  rl-r7-prime State: Up
Bandwidth: 70Mbps
Received RRO:

10.0.4.13 10.0.2.1 10.0.8.10

3 Feb 19 05:22:08 Record Route: 10.0.4.13 10.0.2.1 10.0.8.10
2 Feb 19 05:22:08 Up
1 Feb 19 05:22:08 Originate Call

Created: Wed Feb 19 05:21:03 2003

Total 1 displayed, Up 1, Down 0O

The output now indicates that both LSPs have been successfully established, and that each
has correctly reserved 70Mbps of bandwidth. To provide added confirmation that the band-
width reservation is being shared, you verify the use of a SE style reservation, and that a single
70Mbps bandwidth reservation is supporting the needs of both LSPs. The following commands
are entered on r3, but they could be entered anywhere along the path of the LSPs:

[edit]
Tab@r3# run show rsvp session transit
Transit RSVP: 2 sessions

To From State Rt Style Labelin Labelout LSPname
10.0.9.7 10.0.6.1 Up 1 1 SE 100003 100009 rl-r7
10.0.9.7 10.0.6.1 Up 1 1 SE 100004 100008 rl-r7

Total 2 displayed, Up 2, Down 0
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The highlights confirm the presence of two transit LSPs at r3 with common Session Object
attributes (the LSP name and egress point), and that both LSPs were signaled to use a SE style
of reservation.

[edit]
Tab@r3# run show rsvp interface
RSVP interface: 5 active

Active Static Available Reserved Highwater
Interface State resv  Subscription BW BW BW mark
fe-0/0/0.0 Up 0 100% 100Mbps 100Mbps Obps Obps
fe-0/0/1.0 Up 0 100% 100Mbps 100Mbps Obps Obps
fe-0/0/3.0 Up 0 100% 100Mbps 100Mbps Obps Obps
at-0/1/0.0 Up 1 100% 155.52Mbps 85.52Mbps  70Mbps 70Mbps
s0-0/2/0.100Up 1 100% 155.52Mbps  85.52Mbps  70Mbps 70Mbps

The RSVP reservation state at r3 indicates that diverse routing of the LSPs has occurred
due to the presence of two equal-cost routes from r3 to 10.0.9.7. To confirm that band-
width will not be double-counted, you can temporarily down one of the interfaces at r3
to force the LSPs into taking a common path. Alternatively, you can also display the RSVP
interface state at rl, assuming that it routes both LSPs over the same interface, which
is the case in this example. In this case, the “temporarily down an interface” approach is
demonstrated:

[edit]
lab@r3# deactivate interfaces so-0/2/0

[edit]
Tab@r3# commit
commit complete
After deactivating r3’s s0-0/2/0 interface, you confirm that both LSPs are correctly
reestablished:
[edit]
Tab@r3# run show mpls Isp transit
Transit LSP: 2 sessions

To From State Rt Style Labelin Labelout LSPname
10.0.9.7 10.0.6.1 Up 1 1 SE 100005 100009 ril-r7
10.0.9.7 10.0.6.1 Up 1 1 SE 100004 100008 r1-r7

Total 2 displayed, Up 2, Down O

Both LSPs are up, so RSVP interface status is displayed to confirm that bandwidth is correctly
shared among the primary and secondary paths:
[edit]
Tab@r3# run show rsvp interface
RSVP interface: 4 active
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Active Static Available Reserved Highwater
Interface State resv Subscription BW BW BW mark
fe-0/0/0.0 Up 0 100% 100Mbps  100Mbps Obps Obps
fe-0/0/1.0 Up 0 100% 100Mbps  100Mbps Obps Obps
fe-0/0/3.0 Up 0 100% 100Mbps  100Mbps Obps Obps
at-0/1/0.0 Up 1 100% 155.52Mbps 85.52Mbps 70Mbps 70Mbps

The presence of a single reservation using a total of 70Mbps of bandwidth confirms that you
have met the requirements of the secondary LSP configuration scenario. Before proceeding
to the next section, be sure to reactive r3’s so-0/2/0 interface:

[edit]
Tab@r3# rollback 1
Toad complete

[edit]
Tab@r3# commit
commit complete

Fast Reroute and Link Protection

Fast Reroute (FRR) provides a mechanism by which nodes use information contained in their
TED, along with the CSPF algorithm, to attempt to compute detours around a LSP’s down-
stream link and its associated downstream node. In the event of a LSP failure, a node with an
established FRR path can divert traffic over the detour while the primary LSP is reestablished.
The JUNOS software implementation of Fast Reroute is proprietary.

Fast Reroute can protect against failures that may occur along the entire path of the LSP,
excepting the catastrophic failure of either the ingress or the egress nodes, of course. Note
that CSPF does not have to be used to compute the LSP’s path at the ingress node to support
Fast Reroute functionality; intervening nodes can use their TED to locate detour paths, when
available, regardless of whether the ingress node has used CSPF or not.

In contrast, link protection strives to protect a specific interface, and any appropriately
designated LSPs that happen to make use of that interface, by establishing a LSP that bypasses
the protected interface in the event of its failure. Link protection guards against the failure
of interfaces that have been explicitly configured for link protection. For an individual LSP to
take advantage of a protected interface, you must explicitly configure the ingress LSR to identify
that LSP as one that should be subjected to link protection.

Link protection also makes use of a TED and the CSPF algorithm—in this case, to compute
a shortest path around the protected interface back to the adjacent node. Unlike Fast Reroute,
link protection allows the specification of EROs that can be used to influence the outcome of
the CSPF process. Link protection is not proprietary to Juniper Networks, so it can be deployed
in a multi-vendor environment.

A key point to consider when dealing with both Fast Reroute and link protection is the need
for a TED with sufficient information to allow a successful CSPF calculation of the Fast Reroute
detour or the bypass LSP. Keep this point in mind as you proceed through this configuration
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example, as the Multi-Level IS-IS topology currently in play sports multiple TED views, depending
on the router in question. For example, r5’s TED consists of the Level 1 information in area 0002,
as well as the Level 2 information from the backbone. In contrast, r4 does not receive the
L1 LSPs from area 0002, and therefore its TED view of r7 does not include the 10.0.8.8/20 link,
as shown here:
[edit]
Tab@r4# run show ted database detail r7.0
TED database: 14 ISIS nodes 7 INET nodes
NodeID: r7.00(10.0.9.7)

Type: Rtr, Age: 456 secs, LinkIn: 1, LinkQut: 1

Protocol: IS-IS(2)

To: r4.04, Local: 10.0.2.17, Remote: 0.0.0.0

The same command issued on r5 clearly shows that the two routers have differing TED
views of r7:
[edit]
Tab@r5# run show ted database detail r7.0
TED database: 9 ISIS nodes 5 INET nodes
NodeID: r7.00(10.0.9.7)

Type: Rtr, Age: 552 secs, LinkIn: 2, LinkQut: 2

Protocol: IS-IS(2)

To: r4.04, Local: 10.0.2.17, Remote: 0.0.0.0
Protocol: IS-IS(1)

Figure 2.6 graphically depicts the various TED “views” that are in place in the current
Multi-Level IS-IS test bed.

FIGURE 2.6 Varying TED views
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To provide an example of how this condition can affect a Fast Reroute computation,
consider the case of r4 attempting to compute a detour around its fe-0/0/3 interface for a
LSP that terminates on r7. In this case, r4 will not be able to compute a detour through r5, due
to the absence of the 10.0.8.8/30 link in its TED.

To complete this configuration scenario, you must configure the following functionality:

= Establish LSP r6-r4, with r6 as the ingress and r4 as the egress.
= Ensure that the LSP uses the 10.0.2.4/30 link, and that it does not transit r5.

*  Without using a secondary LSP, ensure that a failure of r3’s s0-0/2/0.100 interface does not
disrupt LSP-based forwarding.

In this example, the use of either Fast Reroute or link protection is implied through the
restriction on secondary LSP usage, combined with the need for continued LSP forwarding in
the event of the failure of a specific interface that lies along the primary LSP’s path. Note that
Fast Reroute is generally preferred to link bypass when the goal is to protect the entire primary
path. The specifics of the topology make either approach workable, so both techniques are
demonstrated and verified in the following sections.

Configuring Fast Reroute

You begin with the definition of the new LSP at r6. Note that CSPF is not disabled in this example,
and that a primary path is defined to constrain the LSP’s routing through r3 in accordance with
the scenario’s requirements. ré can use CSPF to calculate the path to r4 in this example, because
its TED contains information for both the Level 1 area 0002 and the backbone:

[edit protocols mpls]

Tab@ro6# set label-switched-path r6-r4 to 10.0.3.4

[edit protocols mpls]
Tab@r6# set label-switched-path ré6-r4 primary r6-r4

[edit protocols mpls]
Tab@r6# set path r6-r4 10.0.3.3 loose
Support for Fast Reroute is now configured:
[edit protocols mpls]
Tab@r6# set label-switched-path r6-r4 fast-reroute
The resulting LSP configuration is displayed next with added highlights:

[edit protocols mpls]
Tab@r6# show
label-switched-path r6-r4 {

to 10.0.3.4;

fast-reroute;
primary ré6-r4;
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path r6-r4 {
10.0.3.3 loose;

1

interface all;

Verifying Fast Reroute

After committing the changes, verification begins at the ingress node with confirmation of an
operational LSP that transits r3:

[edit protocols mpls]

Tab@r6# run show rsvp session ingress detail

Ingress RSVP: 1 sessions

10.0.3.4
From: 10.0.9.6, LSPstate: Up, ActiveRoute: 0
LSPname: r6-r4, LSPpath: Primary

Suggested Tabel received: -, Suggested Tabel sent: -
Recovery Tlabel received: -, Recovery label sent: 100008
Resv style: 1 FF, Label in: -, Label out: 100008

Time left: -, Since: Wed Feb 19 10:25:29 2003

Tspec: rate Obps size Obps peak Infbps m 20 M 1500
Port number: sender 1 receiver 43294 protocol 0
FastReroute desired
PATH rcvfrom: Tocalclient
PATH sentto: 10.0.2.14 (fe-0/1/1.0) 38 pkts
RESV rcvfrom: 10.0.2.14 (fe-0/1/1.0) 37 pkts
Explct route: 10.0.2.14 10.0.2.6
Record route: <self> 10.0.2.14 10.0.2.6
Detour is Up
Detour PATH sentto: 10.0.8.6 (fe-0/1/0.0) 37 pkts
Detour RESV rcvfrom: 10.0.8.6 (fe-0/1/0.0) 35 pkts
Detour Explct route: 10.0.8.6 10.0.2.10
Detour Record route: <self> 10.0.8.6 10.0.2.10
Detour Label out: 100012
Total 1 displayed, Up 1, Down 0O

Worthy of note in this display is the indication that ré has computed a detour around r3
through r5. To confirm that a detour also exists around r3’s s0-0/2/0.100 interface, a similar
command is issued at r3, this time using the transit switch and some additional CLI filtering
to reduce clutter:

[edit protocols rsvp]
Tab@r3# run show rsvp session transit detail name ré6-r4
Transit RSVP: 3 sessions
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10.0.3.4
From: 10.0.9.6, LSPstate: Up, ActiveRoute: 1
LSPname: r6-r4, LSPpath: Primary
Suggested Tabel received: -, Suggested Tabel sent: -
Recovery label received: -, Recovery label sent: 3
Resv style: 1 FF, Label in: 100008, Label out: 3
Time Teft: 154, Since: Wed Feb 19 02:18:49 2003
Tspec: rate Obps size Obps peak Infbps m 20 M 1500
Port number: sender 1 receiver 43294 protocol 0
FastReroute desired
PATH rcvfrom: 10.0.2.13 (fe-0/0/3.0) 59 pkts
PATH sentto: 10.0.2.6 (so-0/2/0.100) 55 pkts
RESV rcvfrom: 10.0.2.6 (so0-0/2/0.100) 58 pkts
Explct route: 10.0.2.6
Record route: 10.0.2.13 <self> 10.0.2.6
Detour is Up
Detour PATH sentto: 10.0.4.2 (fe-0/0/1.0) 54 pkts
Detour RESV rcvfrom: 10.0.4.2 (fe-0/0/1.0) 52 pkts
Detour Explct route: 10.0.4.2 10.0.4.9
Detour Record route: 10.0.2.13 <self> 10.0.4.2 10.0.4.9
Detour Label out: 100000

The presence of a functional Fast Reroute detour around r3’s s0-0/2.0.100 interface con-
firms that you have met the requirements of this configuration task using FRR. Note that the
CSPF algorithm has chosen the Level 1 path through r2 instead of the L2 path through r5.
This is the result of L1 routes having a lower, and therefore more preferred, global preference
setting. Note that you have no way to control the routing of a Fast Reroute detour with the
JUNOS software version in use in the test bed.

Configuring Link Protection

With the Fast Reroute approach confirmed, you now set out to meet the requirements of this
task using link protection. You begin by removing the Fast Reroute configuration at ré:
[edit protocols mpls]

Tab@r6# delete label-switched-path ré6-r4 fast-reroute

Before adding the interface-related link protection settings at r3, you first flag the r6-r4 LSP as
being a candidate for link protection with the following command. Note that link protection is
interface based, and that only LSPs that are so flagged will be able to make use of the bypass LSP:

[edit protocols mpls]
Tab@r6# set Tlabel-switched-path r6-r4 Tlink-protection
The resulting configuration change is displayed with highlights added:

[edit protocols mpls]
Tab@r6# show
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Tabel-switched-path r6-r4 {
to 10.0.3.4;
Tink-protection;
primary r6-r4;

}

path ré6-r4 {
10.0.3.3 Toose;

}

interface all;

With the ingress node correctly configured to request the use of a bypass LSP, you now move
to r3 to configure link protection for its s0-0/2/0.100 interface. Note that link protection is
a per-interface setting under the edit protocols rsvp hierarchy.

[edit protocols rsvp]
Tab@r3# set interface so0-0/2/0.100 Tink-protection

The modified configuration at r3 is displayed next:
[edit protocols rsvp]

Tab@r3# show
interface fe-0/0/0.0 {
authentication-key "$9$ME-L7Vji.mT3"; # SECRET-DATA
}
interface fe-0/0/1.0;
interface fe-0/0/3.0;
interface at-0/1/0.0;
interface so0-0/2/0.100 {
link-protection;

If required, you can control the routing of the bypass LSP by adding EROs under the
Tink-protection stanza. In this example, the mere existence of a bypass LSP is sufficient
to get you credit on the exam, so you leave the routing of the bypass to the default CSPF path
selection criteria.

Verifying Link Protection

After committing the changes on r3 and r6, you begin your confirmation steps at r6, where an
operational ingress LSP is affirmed:

[edit]

Tab@r6# run show rsvp session ingress detail

Ingress RSVP: 1 sessions

10.0.3.4
From: 10.0.9.6, LSPstate: Up, ActiveRoute: 0
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LSPname: r6-r4, LSPpath: Primary

Suggested Tabel received: -, Suggested Tabel sent: -
Recovery Tlabel received: -, Recovery label sent: 100003
Resv style: 1 SE, Label in: -, Label out: 100003

Time left: -, Since: Thu Feb 20 00:59:34 2003

Tspec: rate Obps size Obps peak Infbps m 20 M 1500
Port number: sender 1 receiver 21419 protocol 0
Link protection desired
PATH rcvfrom: Tocalclient
PATH sentto: 10.0.2.14 (fe-0/1/1.0) 7 pkts
RESV rcvfrom: 10.0.2.14 (fe-0/1/1.0) 9 pkts
Explct route: 10.0.2.14 10.0.2.6
Record route: <self> 10.0.2.14 10.0.2.6

Total 1 displayed, Up 1, Down O

The output confirms that the r6—r4 LSP has been correctly established, and that its routing
complies with the requirement that it transits r3 to make use of its s0-0/2/0.100 interface.
The added highlights also indicate that the LSP is correctly flagged as a candidate for link
protection. You now move to r3 to confirm the establishment of the bypass LSP:

[edit protocols rsvp]
Tab@r3# run show rsvp session ingress detail
Ingress RSVP: 1 sessions

10.0.3.4
From: 10.0.3.3, LSPstate: Up, ActiveRoute: 0
LSPname: Bypass_to_10.0.2.6

Suggested label received: -, Suggested label sent: -
Recovery label received: -, Recovery label sent: 100001
Resv style: 1 SE, Label in: -, Label out: 100001

Time left: -, Since: Wed Feb 19 16:55:36 2003

Tspec: rate Obps size Obps peak Infbps m 20 M 1500
Port number: sender 1 receiver 55608 protocol 0
Type: Bypass LSP
PATH rcvfrom: localclient
PATH sentto: 10.0.4.2 (fe-0/0/1.0) 9 pkts
RESV rcvfrom: 10.0.4.2 (fe-0/0/1.0) 9 pkts
Explct route: 10.0.4.2 10.0.4.9
Record route: <self> 10.0.4.2 10.0.4.9
Total 1 displayed, Up 1, Down 0O

The display indicates that r3 has successfully established a bypass LSP to r4 in an effort to
protect its s0-0/2/0.100 interface. The output also indicates that the bypass LSP has been routed
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through Level 1 area 0001 using r2. Note that bypass LSPs are not listed under the show mp1s
1sp command because link protection is strictly an RSVP thing.

[edit protocols rsvp]

Tab@r3# run show mpls Isp ingress extensive
Ingress LSP: 0 sessions

Total O displayed, Up 0, Down 0O

The routing path and operational state of the r6—r4 LSP, combined with the successful
establishment of a bypass LSP protecting r3’s so-0/2/0.100 interface, confirms that you have met
all the criteria for this configuration task.

Preemption

LSP priority settings determine the relative setup priority of an LSP, and also control the likelihood
of that LSP being torn down in an effort to establish a new, higher-priority LSP. Preemption is
normally used when LSPs reserve bandwidth to ensure that high-priority LSPs can be estab-
lished in the face of reduced network capacity. Setup priority is also used to influence the order
in which LSPs are signaled; higher-priority LSPs are established first in the event of a reboot
or manual clearing of RSVP sessions.

The default preemption behavior results in low-priority LSPs being torn down when a new
higher-priority LSP must be signaled and there is insufficient bandwidth to accommodate all
LSPs. Setting preemption to aggressive modifies this behavior by allowing preemption in the
event of bandwidth reduction as well as the need to establish a new LSP. Preemption can
also be disabled. Preemption operates based on two LSP priority settings, namely the LSP’s
setup and hold priority. An LSP’s setup priority determines the order in which it is signaled, and
the likelihood of it being able to preempt an already established LSP. The LSP’s hold priority
determines whether the LSP can be preempted by another LSP with a high setup priority.
Put simply, setup priority determines the likelihood of this LSP preempting another session,
while the hold priority determines whether this LSP can in turn be preempted by another
session.

Priority settings range from 0-7, with 0 being the strongest and 7 being the weakest. By
default, all LSPs use the weakest setup priority (0) and the strongest hold priority (7), such that
preemption is not possible. To enable LSP preemption, you must elevate a new LSP’s setup
priority, while also lowering the hold priority of existing LSPs.

To complete this configuration scenario, you must configure r5 according to the following
criteria:

= Establish LSP r5-r1 and r5-r1-prime with r5 as ingress and r1’s 10.0.4.5 fe-0/0/2 inter-
face address as the egress.

= Configure each LSP to reserve 100Mbps of bandwidth.

*  Make sure that r5 signals the r5—r1 LSP first, and ensure that the r5-r1 LSP is established
in favor of the r5-r1-prime LSP.

=  Use a single ERO that forces the LSPs routing through r3.
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Configuring Preemption

The restriction on ERO usage results in r5 attempting to establish both LSPs over a common
path. With their 200Mbps aggregate bandwidth requirement, something will have to give. You
begin your configuration on the ingress router by defining the new LSPs and the required
explicit path through r3. Note that CSPF is turned off, due to previously described TED issues.
[edit protocols mpls]

Tab@r5# set label-switched-path r5-r1 to 10.0.4.5 no-cspf

[edit protocols mpls]
Tab@r5# set label-switched-path r5-rl1 bandwidth 100m

[edit protocols mpls]
Tab@r5# set label-switched-path r5-rl1 primary r5-rl

[edit protocols mpls]
Tab@r5# set path r5-r1 10.0.3.3 loose
The r5-ri-prime LSP is now defined, along with its explicit path:

[edit protocols mpls]
Tab@r5# set label-switched-path r5-rl-prime to 10.0.4.5 no-cspf

[edit protocols mpls]
Tab@r5# set Tlabel-switched-path r5-rl-prime bandwidth 100m

[edit protocols mpls]
Tab@r5# set Tlabel-switched-path r5-rl-prime primary r5-rl-prime

[edit protocols mpls]
Tab@r5# set path r5-rl-prime 10.0.3.3 Tloose
The current LSP configuration at r5 is now displayed with the recent additions highlighted:

[edit protocols mpls]
Tab@r5# show
admin-groups {

blue 4;

red 8;

}
label-switched-path r5-rl1 {

to 10.0.4.5;

bandwidth 100m;
no-cspf;
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primary r5-ri;
1
label-switched-path r5-rl-prime {

to 10.0.4.5;

bandwidth 100m;
no-cspf;
primary r5-rl-prime;

1
path r5-r1 {

10.0.3.3 Toose;

1
path r5-rl-prime {

10.0.3.3 loose;

1

interface all;

interface at-0/2/1.0 {
admin-group red;

}

interface s0-0/1/0.0 {
admin-group red;

Before modifying any LSP setup and hold priorities, you commit the changes made thus far
to verify the network’s behavior with the default priority settings:
[edit protocols mpls]
Tab@r5# run show mpls 1sp ingress detail
Ingress LSP: 2 sessions

10.0.4.5
From: 10.0.3.5, State: Up, ActiveRoute: 0, LSPname: r5-rl
ActivePath: r5-rl1 (primary)
LoadBaTlance: Random
Encoding type: Packet, Switching type: Packet, GPID: IPv4
*Primary  r5-rl State: Up
Bandwidth: 100Mbps
Received RRO:
10.0.2.2 10.0.4.14

10.0.4.5
From: 10.0.3.5, State: Dn, ActiveRoute: 0, LSPname: r5-rl-prime
ActivePath: (none)
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LoadBaTlance: Random
Encoding type: Packet, Switching type: Packet, GPID: IPv4
Primary  r5-rl-prime State: Dn
Bandwidth: 100Mbps
2 Feb 19 11:42:28 Requested bandwidth unavailable[13 times]
Total 2 displayed, Up 1, Down 1

As predicted, r5 is not able to simultaneously establish both LSPs due to insufficient band-
width at r1’s fe-0/0/1 interface. In this example, the r5-rl1 LSP was successfully established,
but the default priority settings currently in effect result in this behavior being non-deterministic.
To confirm, you temporarily deactivate the r5-r1 LSP, thereby allowing the establishment
of the r5-ri-prime LSP:

[edit protocols mpls]
Tab@r5# deactivate label-switched-path r5-r1

[edit protocols mpls]
Tab@r5# commit
commit complete

[edit protocols mpls]
Tab@r5# activate label-switched-path r5-r1

[edit protocols mpls]
Tab@r5# commit
commit complete
As expected, you now find that the r5—rI-prime LSP has been established, this time to the
detriment of the r5-r1 LSP:
[edit protocols mpls]
Tab@r5# run show mpls 1sp ingress detail
Ingress LSP: 2 sessions

10.0.4.5
From: 10.0.3.5, State: Up, ActiveRoute: 0, LSPname: r5-rl-prime
ActivePath: r5-rl-prime (primary)
LoadBaTlance: Random
Encoding type: Packet, Switching type: Packet, GPID: IPv4
*Primary  r5-rl-prime State: Up
Bandwidth: 100Mbps
Received RRO:
10.0.2.2 10.0.4.2 10.0.4.5
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10.0.4.5
From: 10.0.3.5, State: Dn, ActiveRoute: 0, LSPname: r5-rl
ActivePath: (none)
LoadBaTlance: Random
Encoding type: Packet, Switching type: Packet, GPID: IPv4
Primary r5-ril State: Dn
Bandwidth: 100Mbps
2 Feb 19 11:48:58 Requested bandwidth unavailable[4 times]
Total 2 displayed, Up 1, Down 1

You now modify the priority settings to ensure that the r5-r1 LSP can preempt the
r5-ri-prime LSP when needed:
[edit protocols mpls]
Tab@r5# set label-switched-path r5-rl1 priority 4 0

The previous command modifies the setup priority for the r5-r1 LSP from the default
value of 7 (weak) to a setting of 4 (medium). The hold priority is left at the default setting
of 0 (strong) in this case. A similar command is now used to adjust the hold priority for the
r5-rl-prime LSP:

[edit protocols mpls]
Tab@r5# set label-switched-path r5-rl-prime priority 7 5

The modified configuration at r5 is now displayed:
[edit protocols mpls]

Tab@r5# show

admin-groups {
blue 4;
red 8;

}

Tabel-switched-path r5-rl {
to 10.0.4.5;
bandwidth 100m;
no-cspf;
priority 4 0;
primary r5-rl;

}

Tabel-switched-path r5-rl-prime {
to 10.0.4.5;
bandwidth 100m;
no-cspf;
priority 7 5;
primary r5-rl-prime;
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path r5-rl {
10.0.3.3 Toose;

}

path r5-rl-prime {
10.0.3.3 Toose;

}

interface all;

interface at-0/2/1.0 {
admin-group red;

}

interface so0-0/1/0.0 {
admin-group red;

With a hold priority of 5, the r5—r1-prime LSP should be torn down to accommodate the
higher setup priority (4) of the r5-r1 LSP. With the changes committed, proper operation is

easily verified:

[edit protocols mpls]

Tab@r5# run show mpls 1sp ingress extensive
Ingress LSP: 2 sessions

10.0.4.5
From: 10.0.3.5, State: Up, ActiveRoute: 0, LSPname: r5-rl
ActivePath: r5-rl1 (primary)
LoadBaTlance: Random
Encoding type: Packet, Switching type: Packet, GPID: IPv4
*Primary  r5-rl State: Up
Priorities: 4 0
Bandwidth: 100Mbps
Received RRO:
10.0.2.2 10.0.4.2 10.0.4.5
4 Feb 19 12:11:24 Selected as active path
3 Feb 19 12:11:24 Record Route: 10.0.2.2 10.0.4.2 10.0.4.5
2 Feb 19 12:11:24 Up
1 Feb 19 12:11:24 Originate Call
Created: Wed Feb 19 12:11:11 2003

10.0.4.5
From: 10.0.3.5, State: Dn, ActiveRoute: 0, LSPname: r5-rl-prime
ActivePath: (none)
LoadBalance: Random
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Encoding type: Packet, Switching type: Packet, GPID: IPv4
Primary r5-rl-prime State: Dn

Priorities: 7 5

Bandwidth: 100Mbps
Feb 19 12:15:27 Requested bandwidth unavailable[19 times]
Feb 19 12:11:24 ResvTear received
Feb 19 12:11:24 Requested bandwidth unavailable
Feb 19 12:11:24 Session preempted
Feb 19 12:11:24 Down
Feb 19 12:11:24 Record Route: 10.0.2.2 10.0.4.14
Feb 19 12:11:24 Up

1 Feb 19 12:11:24 Originate Call

Created: Wed Feb 19 12:11:11 2003

Total 2 displayed, Up 1, Down 1

N W b U1 OO N

The display confirms that the setup and hold priorities have been modified, and also con-
firms that the r5-r1-prime LSP has been preempted by the r5-r1 LSP. This behavior is in full
accordance with the requirements of the configuration scenario.

Summary of Traffic Protection

JUNOS software supports a wide range of options that are used to protect and prioritize LSPs.
This section demonstrated the use of secondary paths, and how the standby option results in
the pre-establishment of a secondary path to minimize disruption in the event of primary path
failure. The section also detailed how Fast Reroute and link protection can be used to protect
an LSP’s path, or particular interfaces, without the need for secondary paths. The need for
CSPF computations to support both Fast Reroute and link protection was described in detail,
as were issues that can occur when dealing with a network comprising multiple TE domains.

The section ended with an example of LSP preemption, which demonstrated how LSP setup
and hold priorities work in conjunction with RSVP preemption to help ensure that high-priority
paths are established first, and remain established, in the face of insufficient network bandwidth.
The difference between normal and aggressive preemption was also described.

Miscellaneous MPLS Capabilities
and Features

This section provides various MPLS configuration tasks that will demonstrate MPLS features
not incorporated into the previous configuration scenarios.
To complete this section, you must modify your network to meet these requirements:

*  Make changes only to the ingress router and ensure that the topology of the r2—r6 LSP is
not displayed in traceroute tests.
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= Configure the r5-r1 LSP so that you can validate the data plane without using external
prefixes or modifying default routing table integration.

*  Ensure that r6 performs a pop operation on all LSPs for which it serves as the egress node.

*  Modify the r4-r3 LSP at r4 so it reserves a minimum of 1Mbps of bandwidth while ensur-
ing that the bandwidth reservation can be automatically adjusted during periods of high
traffic volume.

The first configuration task requires that you hide the presence of LSP forwarding for
traceroutes conducted over the r2—r6 LSP. In theory, this goal can be achieved using either
the no-propagate-tt1 or no-decrement-tt1 configuration options. However, because
no-propagate-tt1 must be configured at all nodes along the LSP’s path, you will have to
use the no-decrement-tt1 approach due to the restriction that you modify only the ingress
router’s configuration.

Before altering the default traceroute behavior of the r2—ré LSP, you perform a quick test to
verify that LSP forwarding is still in effect, and to serve as a contrast to the behavior you hope
to soon achieve:

[edit]
Tab@r2# run traceroute 220.220.0.1
traceroute to 220.220.0.1 (220.220.0.1), 30 hops max, 40 byte packets
1 10.0.4.9 (10.0.4.9) 0.676 ms 9.119 ms 0.433 ms
MPLS Labe1=100009 CoS=0 TTL=1 S=1
2 10.0.2.17 (10.0.2.17) 0.182 ms 0.175 ms 0.155 ms
MPLS Label1=100003 CoS=0 TTL=1 S=1
3 10.0.8.9 (10.0.8.9) 0.571 ms 0.515 ms 0.492 ms
MPLS Labe1=100016 CoS=0 TTL=1 S=1
10.0.8.5 (10.0.8.5) 0.212 ms 0.205 ms 0.186 ms
5 220.220.0.1 (220.220.0.1) 0.300 ms 0.283 ms 0.265 ms

The results confirm LSP forwarding to C2 routes, making the LSP’s topology open
for all to see. You now modify r2’s configuration by flagging the r2—r6 LSP as having
no-decrement-ttl:

[edit protocols]
Tab@r2# set mpls label-switched-path r2-r6 no-decrement-ttl

[edit protocols]

Tab@r2# show mpls label-switched-path r2-ré6
to 10.0.9.6;

no-decrement-ttl;

no-cspf;

primary visit-r7-r5;

After committing the changes, you verify that the LSP’s path is now hidden to traceroutes:
[edit]
Tab@r2# commit
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commit complete

[edit]

Tab@r2# run traceroute 220.220.0.1

traceroute to 220.220.0.1 (220.220.0.1), 30 hops max, 40 byte packets
1 220.220.0.1 (220.220.0.1) 0.547 ms 0.350 ms 0.290 ms

As expected, only a single hop is shown for traceroute testing to C2 prefixes. Having changed
the configuration of only the ingress router, you have met all requirements for this task.

The next configuration requirement dictates that you be able to test the data plane (LSP
forwarding) of the r5—r1 LSP without changing the default LSP routing table integration behavior
at r5, and without using external destinations as the target of your testing. The only way to
accomplish this goal is to use MPLS pings, which are a relatively new JUNOS software feature.
However, the results of your first MPLS ping attempt indicate that nothing in the JNCIE lab
is as simple as it first appears:

[edit]

Tab@r5# run ping mpls rsvp r5-rl

--- Isping statistics ---

5 packets transmitted, 0 packets received, 100% packet loss

The most frustrating part of the MPLS ping failure is that show commands indicate that the
LSP is operational and you are unable to verify the LSP’s data plane by tracing the path to
P1’s 120.120/16 routes, if only for peace of mind, due to the current state of the test bed! Recall
that traffic from r5 to 120.120/16 destinations does not use the r5-r1 LSP because the BGP
next hop of 10.0.5.254 cannot be resolved through r5’s inet. 3 routing table. Having been
precluded from altering the default routing table integration behavior on r5, there is little you
can do to change this situation.

[edit]

lab@r5# run traceroute 120.120.0.1

traceroute to 120.120.0.1 (120.120.0.1), 30 hops max, 40 byte packets
1 10.0.2.10 (10.0.2.10) 0.823 ms 0.668 ms 0.602 ms
2 10.0.4.10 (10.0.4.10) 0.540 ms 0.550 ms 0.500 ms
3 120.120.0.1 (120.120.0.1) 0.618 ms 0.634 ms 0.581 ms

Traffic from r5 to 120.120/16 destinations is not using the r5—r1 LSP because the associated
BGP next hop of 10.0.5.254 cannot be resolved in r5’s inet.3 table.

[edit]
lab@r5# run show route table inet.3

inet.3: 3 destinations, 3 routes (3 active, 0 holddown, 0 hidden)

Restart Complete
+ = Active Route, - = Last Active, * = Both
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10.0.4.5/32 *[RSVP/7] 04:37:00, metric 30

> via at-0/2/1.0, label-switched-path r5-rl1
10.0.9.6/32 *[LDP/9] 03:42:09, metric 1

> to 10.0.8.5 via fe-0/0/0.0, Push O
10.0.9.7/32 *[LDP/9] 03:42:34, metric 1

> to 10.0.8.10 via fe-0/0/1.0

Given these particulars, it would seem that an MPLS ping really is the only way for you to
verify the LSP’s data plane after all. The trick to getting MPLS pings to work lies in understanding
that the MPLS ping mechanism always targets a destination address of 127.0.0.1. The lack
of a 127.0.0.1 loopback address assignment on the egress router’s lo0 interface will result in
the silent discard of the MPLS ping requests. You rectify this situation with the addition of the
127.0.0.1 loopback address to r1’s loopback interface:

[edit interfaces]
Tab@rl# set 100 unit 0 family inet address 127.0.0.1

[edit]
Tab@rl# commit
commit complete

[edit]

Tab@rl# run show interfaces terse 100

Interface Admin Link Proto Local Remote
To0 up up

100.0 up up inet 10.0.6.1 -->0/0

127.0.0.1 -->0/0
iso 49.0001.1111.1111.1111.00

After assigning a loopback address to rl, the MPLS ping test is repeated at r5:
[edit]

Tab@r5# run ping mpls rsvp r5-rl
--- lsping statistics ---
5 packets transmitted, 5 packets received, 0% packet Toss

The 100 percent success rate leaves little to be desired! The data plane of the r5-r1 LSP has
been confirmed in full accordance with all restrictions.

Your next assignment is to configure the network so that ré performs a pop function for all
traffic arriving on its egress LSPs. The wording of the task is designed to test a candidate’s MPLS
knowledge, in that even understanding what is being asked for requires that the candidate be
familiar with Penultimate Hop Popping (PHP) and the significance of the explicit and implicit
null label values 0 and 3, respectively. Before changing the configuration of r6, you first confirm
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that r6 has requested the default PHP behavior for its LDP and RSVP signaled egress LSPs:
[edit]
Tab@r6# run show 1dp database
Input Tabel database, 10.0.9.6:0--10.0.3.5:0
Label Prefix
3 10.0.3.5/32
100000 10.0.9.6/32
100003 10.0.9.7/32

Output label database, 10.0.9.6:0--10.0.3.5:0

Label Prefix
100007 10.0.3.5/32
3 10.0.9.6/32

100008 10.0.9.7/32

[edit]
Tab@r6# run show rsvp session egress
Egress RSVP: 1 sessions
To From State Rt Style Labelin Labelout LSPname
10.0.9.6 10.0.6.2 Up 0 1FF 3 - r2-ré
Total 1 displayed, Up 1, Down O
The presence of the implicit null label (3) in both displays indicates that r6 is currently
performing no label pop operations on its egress LSP traffic due to PHP behavior. You now
modify ré’s configuration so it will signal its desire to receive an explicit null label (0), which
it will then pop in full accordance with the requirements of this configuration task:
[edit]
Tab@r6# set protocols ldp explicit-null

[edit]
Tab@r6# set protocols mpls explicit-null

To Pop or Not to Pop?

While PHP behavior is a fine default, you may need to configure the use of an explicit null label
for compatibility with the MPLS implementations of equipment made by other companies.
You may also want to leave a null MPLS label for processing at the egress node when MPLS
CoS, based on the use of the EXP bits in the shim header, is in effect. By leaving a MPLS label
on the packet, the egress node is able to classify and queue based on the settings of the MPLS
EXP bits as opposed to the Diffserv/ToS bits in the IP header.

Copyright ©2003 SYBEX Inc., 1151 Marina Village Parkway, Alameda, CA 94501.  www.sybex.com



http://www.sybex.com

Miscellaneous MPLS Capabilities and Features 219

The changes to r6’s configuration are now displayed:

[edit]
Tab@r6# show protocols 1ldp
traffic-statistics {

file ldp-stats;

interval 90;
}
explicit-null;
keepalive-interval 5;
interface fe-0/1/0.0;
interface fe-0/1/1.0;

[edit]

Tab@r6# show protocols mpls

explicit-null;

Tabel-switched-path r6-r4 {
to 10.0.3.4;
Tink-protection;
primary ré6-r4;

}

path r6-r4 {
10.0.3.3 Toose;

}

interface all;
After a commit, the results are easily verified:
[edit]
Tab@r6# run show ldp database
Input Tabel database, 10.0.9.6:0--10.0.3.5:0
Label Prefix
3 10.0.3.5/32
100000 10.0.9.6/32
100003 10.0.9.7/32

Output label database, 10.0.9.6:0--10.0.3.5:0
Label Prefix
100009 10.0.3.5/32
0 10.0.9.6/32
100010 10.0.9.7/32
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[edit]

Tab@r6# run show rsvp session egress

Egress RSVP: 1 sessions

To From State Rt Style Labelin Labelout LSPname
10.0.9.6 10.0.6.2 Up 0 1FF 0 - r2-ré

The use of the explicit null label for r6’s LDP and RSVP signaled egress LSPs indicates you
have successfully completed this task.

< Attention to detail is important! Many candidates who are presented with a
P configuration task such as this one will correctly configure the explicit null label
for one signaling protocol or the other, but few will correctly modify the behavior
of both signaling protocols!

The final task in this section requires that you modify the r4—r3 LSP so that it will adaptively
request bandwidth reservations based on actual LSP usage. To achieve this goal, you need to
make use of the JUNOS software auto-bandwidth feature. This feature causes a new LSP
to be signaled when the actual utilization rate of the LSP no longer matches the existing LSP’s
current bandwidth reservation. In operation, a new fixed filter (FF) style reservation with a
higher (or lower) bandwidth reservation is signaled when MPLS statistics indicate that the actual
LSP bandwidth utilization no longer matches the LSP’s reserved bandwidth. Once the new LSP
is established, traffic is switched over and the original LSP is torn down. Configuration settings
allow you to limit the LSP’s minimum and maximum bandwidth reservation.

You begin configuration of automatic bandwidth by enabling the gathering of MPLS statistics
for use by the auto-bandwidth feature:

[edit protocols mpls]
Tab@r4# set statistics auto-bandwidth

[edit protocols mpls]
Tab@r4# set statistics file mpls-stats

You now modify the r4-r3 LSP so that it uses the auto-bandwidth feature, being careful
to specify a minimum bandwidth of 1Mbps under the 7sp-name portion of the hierarchy:

[edit protocols mpls label-switched-path r4-r3]
Tab@r4# set auto-bandwidth minimum-bandwidth 1M
The automatic bandwidth related changes are now displayed with highlights:
[edit protocols mpls]
Tab@r4# show
statistics {

file mpls-stats;

auto-bandwidth;
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admin-groups {
blue 4;
red 8;
}
Tabel-switched-path r4-r3 {
to 10.0.3.3;
admin-group {
include red;
exclude blue;

}

auto-bandwidth {
minimum-bandwidth 1m;

1
}
interface so0-0/1/0.100 {
admin-group blue;
}
interface so0-0/1/1.0 {
admin-group red;
}
interface fe-0/0/1.0;
interface fe-0/0/2.0;
interface fe-0/0/3.0;

Proper operation is confirmed after the changes are committed:
[edit]
Tab@r4# run show mpls 1sp ingress detail
Ingress LSP: 1 sessions

10.0.3.3
From: 10.0.3.4, State: Up, ActiveRoute: 117276, LSPname: r4-r3
ActivePath: (primary)
LoadBaTlance: Random
Autobandwidth
MinBW: 1000kbps
AdjustTimer: 86400 secs
Max AvgBW util: Obps, Bandwidth Adjustment in 85290 second(s).
Encoding type: Packet, Switching type: Packet, GPID: IPv4
*Primary State: Up
Include: red Exclude: blue
Computed ERO (S [L] denotes strict [Toose] hops): (CSPF metric: 20)
10.0.2.9 S 10.0.2.2 S
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Received RRO:
10.0.2.9 10.0.2.2

Total 1 displayed, Up 1, Down 0O

The display indicates that automatic bandwidth adjustments are in effect for the r4-r3 LSP,
and that the minimum bandwidth has been correctly set to 1Mbps. Setting the adjust-interval
to a value lower than the 86,000-second default allows you to confirm that the minimum
bandwidth is actually reserved (due to the low amount of traffic in the test bed, an automatic band-
width increase is unlikely to occur) without having to wait for an inordinate amount of time:
[edit protocol mpls Tabel-switched-path r4-r3]
Tab@r4# set auto-bandwidth adjust-interval 300

After 5 minutes or so, the LSP and RSVP interface status is again displayed at r4:

[edit protocols mpls]
Tab@r4# run show mpls Isp ingress extensive
Ingress LSP: 1 sessions

10.0.3.3
From: 10.0.3.4, State: Up, ActiveRoute: 0, LSPname: r4-r3
ActivePath: (primary)
LoadBaTlance: Random
Autobandwidth
MinBW: 1000kbps
AdjustTimer: 300 secs
Max AvgBW util: Obps, Bandwidth Adjustment in 171 second(s).
Encoding type: Packet, Switching type: Packet, GPID: IPv4

*Primary State: Up
Bandwidth: 1000kbps
Include: red Exclude: blue

Computed ERO (S [L] denotes strict [Toose] hops): (CSPF metric: 20)
10.0.2.9 S 10.0.2.2 S
Received RRO:
10.0.2.9 10.0.2.2
17 Feb 20 01:07:52 Change 1in active path
16 Feb 20 01:07:52 Record Route: 10.0.2.9 10.0.2.2
15 Feb 20 01:07:52 Up
14 Feb 20 01:07:52 Autobw adjustment succeeded
13 Feb 20 01:07:51 CSPF: computation result accepted
12 Feb 20 01:02:56 Selected as active path
11 Feb 20 01:02:56 Record Route: 10.0.2.9 10.0.2.2

Created: Thu Feb 20 00:36:38 2003
Total 1 displayed, Up 1, Down 0O
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[edit protocols mpls]
Tab@r4# run show rsvp interface
RSVP interface: 6 active

Active Static Available Reserved Highwater
Interface State resv  Subscription BW BW BW mark
fe-0/0/0.0 Up 0 100% 100Mbps 100Mbps Obps Obps
fe-0/0/1.0 Up 0 100% 100Mbps 100Mbps Obps 100Mbps
fe-0/0/2.0 Up 0 100% 100Mbps 100Mbps Obps 100Mbps
fe-0/0/3.0 Up 1 100% 100Mbps 100Mbps Obps Obps
so0-0/1/0.100 Up 0 100% 155.52Mbps  155.52Mbps Obps Obps
s0-0/1/1.0 _Up 1 100% 155.52Mbps  154.52Mbps 1000kbps 1000kbps

The output shows that a 1Mbps reservation is in place, and that automatic bandwidth
adjustments have succeeded. Now we can move to the chapter case study, as you have com-
pleted all requirements for this section.

Summary

JNCIE candidates are expected to configure a variety of MPLS-related features in the lab exam.
Successful candidates will be fluent with virtually all of the LSP signaling, routing table integra-
tion, protection, and general usage options available in the JUNOS software.

This chapter provided configuration scenarios and verification techniques for LDP and
RSVP signaled LSPs, and also demonstrated how LSP routing can be controlled with EROs and
CSPF-based link coloring. The default rules for MPLS routing table integration was demon-
strated, and various configuration scenarios showed how this behavior can be altered through
the use of install, TE shortcuts, and/or traffic-engineering bgp-igp.

The chapter went on to describe LSP protection options, and demonstrated the configuration
and verification of standby paths, Fast Reroute, and link protection. The final configuration
section provided examples of miscellaneous MPLS features, which included automatic band-
width adjustment, hiding an LSP’s topology through the use of no-decrement-tt1, and how
to configure a router to support MPLS pings.

Case Study: MPLS and Traffic
Engineering

This chapter case study is designed to simulate a typical JNCIE-level MPLS and traffic engi-
neering configuration scenario. In the interest of “keeping you on your toes,” you will be
performing your MPLS and traffic engineering case study using the OSPF baseline configuration
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that was discovered and documented in the body of Chapter 1. The OSPF baseline topology is

shown in Figure 2.7 so you can reacquaint yourself with it.

FIGURE 2.7 OSPF discovery findings

OSPF OSPF
Passive Passive
‘ IS-IS Level 1
Area 0002
\\
Area 2:
NSSA, no
default route, H [
corrected
Area 1: Stub, Data
default route r7 Center
@ //
‘ r2
OSPF OSPF
Passive Passive

Notes:

Loopback addresses have not been assigned to specific areas (lo0 address advertised in Router LSA in all areas).
Passive OSPF interfaces on P1 and data center segments.

No authentication or route summarization in effect; summaries (LSA type 3) allowed in all areas.

Redistribution of OSPF default route to data center from both r6 and r7 was broken. Fixed with default-metric
command on r3, r4, and r5.

Data center router running 1S-IS, Level 1. r6 and r7 compatibly configured and adjacent.
Redistribution of 192.168.0/24 through 192.168.3/24 into OSPF from IS-IS by both r6 and r7.

Adjustment to IS-IS level 1 external preference to ensure r6 and r7 always prefer IS-IS level 1 externals over
OSPF externals.

All adjacencies up and full reachability confirmed.

Sub-optimal routing detected at the data center router for some locations. This is the result of random nexthop
choice for its default route. Considered to be working as designed; no action taken.

(192.168.0-3)

Because you will now be using the OSPF baseline topology, you should load and commit the
baseline OSPF configuration to ensure that your routers will look and behave like the examples

shown here. Before starting the MPLS case study, you should quickly verify the correct

operation of the baseline network’s OSPF IGP, IS-IS redistribution, and IBGP/EBGP peerings.
Problems are not expected in the baseline network at this stage, but it never hurts to verify that

you are, in fact, starting off with a functional network.

You will need to refer to the case study criteria listing and the case study topology, as shown
in Figure 2.8, for the information needed to complete the MPLS/TE case study. It is expected
that a JNCIE candidate will be able to complete this case study in approximately one hour, with

the result being an MPLS network that exhibits no significant operational problems.
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MPLS case study topology

FIGURE 2.8
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Sample configurations from all seven routers are provided at the end of the case study for
comparison with your own configurations. Because multiple solutions may be possible for a
given task, differences between the examples provided and your own configurations do not
automatically indicate that you have made a mistake. Because you are graded on the overall
functionality of your network, and its conformance to the specified criteria, various operational
mode commands are included so that you can compare the behavior of your network to that of
a known good example.

To complete this case study, your MPLS and traffic engineering configuration must meet the
following criteria:

*  Your MPLS-related configuration must be added to the OSPF baseline topology from the
body of Chapter 1.

*  Enable labeled packet support and RSVP signaling for all internal-facing transit interfaces.
= Establish an LDP session between rl and r7 without enabling LDP on r3 and r4.

=  Establish LSP r6-r1 and r7-ri. Ensure that traffic to 120.120/16 prefixes are forwarded
over these LSPs from r6 and r7, respectively.

= Configure r3’s s0-0/2/0.100 interface so that no more than 50Mbps of its bandwidth can
be reserved by RSVP. Do not alter the default subscription percentage on this interface.

= Establish LSP r3-r7, and without using a secondary LSP, ensure that you provide protec-
tion for the entire LSP path.

= Establish LSP r4-r6 with a 2Mbps reservation. Ensure that a backup path is pre-established,
that no transit elements are shared between the two paths, and that the LSP signals an
SE style of reservation.

= Establish LSPs r4-r3 and r4-r3-prime. Ensure that prefixes with a length equal to or less
than /20 are mapped to the r4-r3 LSP while all other prefixes are mapped to the r4—r3-prime
LSP. You must not modify the policy stanza at r4 to achieve this goal.

=  Configure r5 and r6 to authenticate RSVP signaling with the key jni.

= Configure r5 and r6 so that RSVP state is preserved in the event of a routing restart at r5
or rb6.

= Configure RSVP so that the loss of nine consecutive hello messages is required to declare
neighbor loss between r5 and reé.

= Configure r5 and r6 so that they bundle RSVP Path Tear and Error messages.

You can assume that the data center router has been reconfigured to advertise the 192.168.0-
3/24 routes to both r6 and r7 using the IS-IS protocol. Please refer back to Chapter 1, or to your
IGP discovery notes, as needed, for specifics on the OSPF and IS-IS route redistribution in the
OSPF baseline network.

MPLS Case Study Analysis

Each configuration requirement for the case study will now be matched to one or more valid
router configurations and, where applicable, the commands that are used to confirm whether
your network is operating within the specified case study guidelines. We begin with these
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criteria, as they serve to establish your baseline network and core MPLS support:

*  Your MPLS-related configuration must be added to the OSPF baseline topology from the
body of Chapter 1.

*  Enable labeled packet support and RSVP signaling for all internal-facing transit interfaces.

The case study analysis begins with a quick operational sanity check of the OSPF baseline
network:

[edit]
Tab@r3# run show ospf neighbor

Address Interface State ID Pri Dead
10.0.2.1 at-0/1/0.0 Full 10.0.3.5 128 37
10.0.2.6 so-0/2/0.100 Full 10.0.3.4 128 37
10.0.4.14 fe-0/0/0.0 Full 10.0.6.1 128 35
10.0.4.2 fe-0/0/1.0 Full 10.0.6.2 128 31
10.0.2.13 fe-0/0/3.0 Full 10.0.9.6 128 35
[edit]
Tab@r3# run show route protocol ospf | match /32
10.0.3.4/32 *[0SPF/10] 00:01:34, metric 1
10.0.3.5/32 *[OSPF/10] 00:01:34, metric 1
10.0.6.1/32 *[0SPF/10] 00:01:34, metric 1
10.0.6.2/32 *[OSPF/10] 00:01:34, metric 1
10.0.9.6/32 *[OSPF/10] 00:01:34, metric 1
10.0.9.7/32 *[OSPF/10] 00:01:29, metric 3
192.168.0.1/32 *[0SPF/150] 00:00:35, metric 10, tag O
224.0.0.5/32 *[0SPF/10] 00:03:53, metric 1

All of r3’s OSPF adjacencies have been fully established, and it has received an OSPF route for
the loopback address of all other routers in the test bed. This output provides a strong indication
that the baseline network’s OSPF IGP is operational. You now verify BGP session status at r3:
[edit]

Tab@r3# run show bgp summary
Groups: 4 Peers: 7 Down peers: 0

Table Tot Paths Act Paths Suppressed History Damp State Pending
inet.0 125872 125860 0 0 0 0
Peer AS InPkt OutPkt OutQ Flaps Last Up/Dwn State|#Active/
Received/Damped. ..
172.16.0.14 65222 29139 30023 0 0 3:42:37 125857/125857/0 0/0/0
10.0.3.4 65412 454 30297 0 0 3:44:46 1/1/0 0/0/0
10.0.3.5 65412 13 21965 0 1 5:37 0/0/0 0/0/0
10.0.6.1 65412 446 84470 0 1 5:02 1/1/0 0/0/0
10.0.6.2 65412 449 30012 0 0 3:43:16 0/1/0 0/0/0
10.0.9.6 65412 10 21875 0 1 3:12 1/6/0 0/0/0
10.0.9.7 65412 11 21878 0 1 3:55 0/6/0 0/
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All of r3’s IBGP and EBGP sessions are established, providing another good sign that the
OSPF baseline network is operating normally. You next quickly confirm the presence of
the expected IS-IS and BGP routes:

[edit]
lab@r3# run show route 120.120/16

inet.0: 125915 destinations, 125929 routes (125915 active, 0 holddown, 0 hidden)
+ = Active Route, - = Last Active, * = Both

120.120.0.0/16 *[BGP/170] 00:06:35, MED 0, Tlocalpref 100, from 10.0.6.1

AS path: 65050 I

> to 10.0.4.14 via fe-0/0/0.0
to 10.0.4.2 via fe-0/0/1.0

[BGP/170] 03:44:49, MED 0, localpref 100, from 10.0.6.2
AS path: 65050 I

> to 10.0.4.14 via fe-0/0/0.0
to 10.0.4.2 via fe-0/0/1.0

[edit]
Tab@r3# run show route 200.200/16

inet.0: 125915 destinations, 125929 routes (125915 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

200.200.0.0/16 *[BGP/170] 02:22:05, MED 0, localpref 100, from 10.0.3.4
AS path: 65010 I
> via so0-0/2/0.100
[BGP/170] 00:03:26, MED 0, localpref 100, from 10.0.9.7
AS path: 65010 I
> to 10.0.2.13 via fe-0/0/3.0

Though not shown here for brevity reasons, you can assume that the 192.168.0/21,
130.130/16 and 220.220/16 routes are also present on r3. The output obtained from r3 indi-
cates that the OSPF baseline network is operational, so you move on to the requirement that
all routers in the test bed support MPLS labeled packets and RSVP signaling on their internal-
facing transit interfaces. You will need to add the mp1s family to the correct logical unit of
all internal transit interfaces, and you must list these interfaces in both the protocols mpls
and the protocols rsvp stanzas to meet the core MPLS functionality requirement. The
following highlights call out the changes made to r5’s configuration to provide core MPLS
functionality:

[edit]
Tab@r5# show interfaces
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fe-0/0/0 {
unit 0 {
family inet {
address 10.0.8.6/30;
}
family mpls;

}
fe-0/0/1 {
unit 0 {
family inet {
address 10.0.8.9/30;
}
family mpls;

}
so-0/1/0 {
encapsulation ppp;
unit 0 {
family inet {
address 10.0.2.9/30;
}
family mpls;

}
at-0/2/1 {
atm-options {
vpi 0 {
maximum-vcs 64;

}
unit 0 {
point-to-point;
vci 50;
family inet {
address 10.0.2.1/30;
}
family mpls;

xp0 {
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unit 0 {
family inet {
address 10.0.1.5/24;

}
}
}
100 {
unit 0 {
family inet {
address 10.0.3.5/32;
}
}

These highlights confirm that the mp1s family is correctly configured on r5’s internal-facing

transit interfaces.
[edit]
Tab@r5# show protocols
rsv

interface all;

interface fxp0.0 {

disable;

1
1
mpls {
interface all;
1
bgp {
group int {
type internal;
Jocal-address 10.0.3.5;
neighbor 10.0.6.1;
neighbor 10.0.6.2;
neighbor 10.0.3.3;
neighbor 10.0.3.4;
neighbor 10.0.9.6;
neighbor 10.0.9.7;

}

ospf {
area 0.0.0.0 {
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interface at-0/2/1.0;
interface so0-0/1/0.0;

}
area 0.0.0.2 {
nssa {
default-Tsa default-metric 10;
}
interface fe-0/0/0.0;
interface fe-0/0/1.0;
}

The highlighted portion of r5’s protocoTs stanza shows that the a11 keyword has been used
to associate r5’s interfaces with the router’s MPLS and RSVP processes. While you could have
listed each of r5’s internal transit interfaces explicitly, the use of interface all should not
produce problems, especially because RSVP support has been explicitly disabled on the router’s
fxp0 interface. Core MPLS functionality is now confirmed on r5:

[edit]
Tab@r5# run show mpls interface

Interface State Administrative groups
fe-0/0/0.0 Up <none>
fe-0/0/1.0 Up <none>
so-0/1/0.0 Up <none>
at-0/2/1.0 Up <none>

Tab@r5# run show rsvp interface
RSVP interface: 4 active

Active Static Available Reserved Highwater
Interface State resv Subscription BW BW BW mark
fe-0/0/0.0 Up 0 100% 100Mbps 100Mbps Obps Obps
fe-0/0/1.0 Up 1 100% 100Mbps 100Mbps OMbps OMbps
so-0/1/0.0 Up 0 100% 155.52Mbps 155.52Mbps Obps Obps
at-0/2/1.0 Up 0 100% 155.52Mbps 155.52Mbps Obps Obps

Before proceeding to the next case study configuration requirement, be sure that you add
similar core MPLS functionality to the remaining routers in the test bed, and make sure that all
routers display the correct interfaces as being MPLS and RSVP enabled. For those interfaces
that are using a non-default logical unit number, in other words, r3’s s0-0/2/0.100 interface, be
careful that you add the mp1s family to the correct logical unit, and that the correct logical unit
is in turn specified under the mp1s and rsvp stanzas when the al1 keyword is not used.

You now address this case study requirement:

= Establish an LDP session between rl and r7 without enabling LDP on r3 and r4.
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Because LDP sessions are normally established between neighboring routers, the require-
ment that you establish an LDP session between rland r7, without running LDP on intervening
routers r3 and r4, poses somewhat of a dilemma. You will need to tunnel the LDP session
between rl and r7 through an RSVP signaled LSP to achieve this goal. There are several ways
that you can decide to tunnel the LDP session between rl and r7; for example, you could run
LDP between rl and r2, and between r5 and r7 with LDP tunneling occurring over an RSVP
LSP that is established between r2 and r5. In this example, you decide to run LDP only on
rl and r7, with the LDP tunneling occurring over a RSVP signaled LSP between the same pair
of routers.

These highlights call out the changes made to r1’s configuration to support LDP, and RSVP-
based LDP tunneling:

[edit]
Tab@rl# show protocols mpls
label-switched-path rl-r7 {

to 10.0.9.7;
1dp-tunneling;
no-cspf;

1

interface all;

[edit]
Tab@rl# show protocols 1dp
interface 100.0;

You must enable LDP on the router’s 100 interface for extended neighbor discovery to
succeed. The RSVP-based LSP definition at rl is pretty straightforward, except for the presence
of the Tdp-tunneling keyword. This aptly named option is needed to enable LDP session
tunneling over a given RSVP signaled LSP. CSPF has been turned off on the LSP, in part because
it is not needed, but also due to the lack of a domain-wide TED in the current test bed. Recall
that, unlike IS-IS, OSPF does not automatically build a TED without explicit configuration.

Keep in mind that you must establish a similar RSVP tunnel in the r7-to-r1 direction so that
bidirectional LDP communications, as needed for successful session establishment, is possible
between the remote LDP neighbors. Though not shown, r7’s configuration has undergone
similar modifications.

After committing the changes, you verify that the RSVP sessions are correctly established
between rland r7:

[edit]

Tab@r7# run show rsvp session

Ingress RSVP: 1 sessions

To From State Rt Style Labelin Labelout LSPname
10.0.6.1 10.0.9.7 Up 0 1FF - 100022 r7-r1
Total 1 displayed, Up 1, Down O
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Egress RSVP: 1 sessions

To From State Rt Style Labelin Labelout LSPname
10.0.9.7 10.0.6.1 Up 0 1FF 3 - rl-r7
Total 1 displayed, Up 1, Down 0O

Transit RSVP: 0 sessions
Total O displayed, Up 0, Down 0O
Note that the display confirms the presence of bidirectional LSPs between rl and r7. With
the RSVP sessions established, you now confirm that LDP tunneling is operational:
[edit]
Tab@r7# run show 1dp neighbor

Address Interface Label space ID Hold time
10.0.6.1 100.0 10.0.6.1:0 10
[edit]
Tab@r7# run show 1dp session

Address State Connection Hold time
10.0.6.1 Operational Open 24
[edit]

Tab@r7# run show 1dp database
Input Tabel database, 10.0.9.7:0--10.0.6.1:0
Label Prefix
3 10.0.6.1/32

Output label database, 10.0.9.7:0--10.0.6.1:0

Label Prefix

3 10.0.9.7/32

The output confirms that rl and r7 have successfully established an extended LDP session
through the RSVP signaled LSP. Though not shown here, you can assume that rl produces
similar output, which confirms that you have met the requirements of this task. Note that a
LDP LSP is not installed in the inet.3 routing table in this case. This is because LDP traffic
will be forwarded over the RSVP LSP that terminates on the LDP-speaking routers:
[edit]
lab@rl# run show route table inet.3

inet.3: 1 destinations, 1 routes (1 active, 0 holddown, 0 hidden)
+ = Active Route, - = Last Active, * = Both

10.0.9.7/32 *[RSVP/7] 00:44:39, metric 2
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Given this topology, the lack of LDP entries in the inet.3 table is expected, so you move
on to the next case study requirement:

= Establish LSP r6-r1 and r7-r1. Ensure that traffic to 120.120/16 prefixes is forwarded
over these LSPs from r6 and r7, respectively.

The only tricky aspect of this configuration task is your need to modify the default LSP routing
table integration behavior at ré6 and r7, due to rl and r2 not overwriting the BGP next hop
for the routes they receive from P1. The Multi-Area OSPF topology now in effect will cause
problems for any approach that makes use of TE shortcuts. This is because TE shortcuts are
computed based on matching an OSPF router ID (RID) with the egress address of an LSP.
However, the fact that OSPF router IDs are known only within a given area means that ré6
and r7 will be unable to perform this LSP-Egress-to-OSPF-RID match, therefore making TE
shortcuts ineffective in this particular scenario.

With TE shortcuts off the table, you will have to use install to place P1’s next hop into
the inet.3 table on both r6 and r7. The active keyword is not needed, as LSP forwarding
is only required to the external prefixes advertised by P1. The modifications made to the
configuration of ré in support of this task are shown next with highlights:

[edit]
Tab@r6# show protocols mpls
label-switched-path r6-ril {

to 10.0.6.1;

install 10.0.5.254/32;
no-cspf;

1

interface all;

Note the use of install, and that CSPF has been disabled due to issues with missing or
incomplete TEDs in the current test bed. The presence of P1’s BGP next hop is confirmed in
ré’s inet.3 routing table:

[edit]
Tab@r6# run show route table inet.3

inet.3: 2 destinations, 2 routes (2 active, 0 holddown, 0 hidden)

+ = A