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Foreword

In early 2004, when I was the product manager for Firewall VPN systems at NetScreen
Technologies, I remember saying to a coworker, “Juniper Networks should acquire us.
It just makes sense. They could take advantage of our security expertise, and we could
get access to their great routing technologies. And they’ve got some great chassis tech-
nology that we could take advantage of in our next-generation security systems ... It
would be a real win-win.”

Little did I realize that discussions of the pending acquisition were already well under-
way. Within months, the acquisition of NetScreen Technologies by Juniper Networks
was completed, and the combined teams were forging ahead on a plan to build a next-
generation security system worthy of the pedigree of the two companies: NetScreen’s
award-winning, high-performance security systems and Juniper Networks’ market-
leading, high-performance carrier-class routers.

But in order to combine these technologies in an optimal manner, it was crucial to
understand the environments into which these systems would be deployed. And we
did exactly that. We wentinto the field and worked, and listened, and polled and tested,
until we felt confident in our ability to deliver high levels of security, massive
performance and scale, rock-solid high availability, and the robustness of the best
carrier-class routing systems. The result of these efforts was the Juniper Networks SRX
Series Services Gateways.

Having worked with hundreds of network designers, administrators, and operators
over the intervening years, it’s become apparent to me that no two networks are the
same. There’s truth to the saying, “Networks are like snowflakes; every one is different.”
Even comparing the network requirements and deployments of two similar companies
(such as mid-sized manufacturing companies) consistently illustrates to me how dif-
ferently various equipment and technologies can be deployed. So when I'm out in the
field, the ever-present question remains: how do you build a successful, secure, high-
performance network without following some vendor’s cookie-cutter methodology?
And my unswerving answer over the many years has never changed: by understanding
the requirements of the network—capacity, performance, traffic types, and intercon-
nects—and by understanding the equipment to be deployed, even if that takes some
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level of testing and qualification. In other words, you have to work at understanding
what you really need, and what fits, and I think this book will help you to do that.

You also really need to follow best practices to ensure that the network deployment is
successful. Any scale of network design and implementation is not an easy task, but to
understand what is required and what equipment and technologies are available to
satisfy those requirements, a methodical, carefully managed design process must be
followed to ensure complete success. It’s worth the time invested because following
established best practices will secure your network. That’s why in this book, from basic
introduction, to policy management, to NAT, IPS, and much more, the authors strive
to explain not only how these products work, but also how to get the most from them
in various network deployments using best practices.

Junos Security discusses and clarifies the practical side of planning, configuring, de-
ploying, and managing these advanced state-of-the-art Junos® security systems in real,
actual networks. The authors have drawn upon their many man-years of experience
deploying thousands of security systems in networks around the world, in industries
as diverse as financial services and manufacturing, to the largest wireless carrier net-
works in the world. It’s been a time-intensive, hard-fought battle to document what
they know, and what they do, but having worked alongside them, and having read what
they have written, I can tell you that you are in for a delightful surprise. This book rocks.

—Glen Gibson
Product Line Manager, High Performance Security Systems, Juniper Networks
July 2010
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Preface

Juniper Networks built the SRX Series as an answer to the network and security chal-
lenges of today that would be ready to scale and adapt to the inevitably larger and more
complex demands of tomorrow. Security remains a huge and still growing challenge
for any organization grappling with modern communication networks. Whether it is
the explosion in traffic (good and bad), the growing complexity of data centers and
cloud computing, or the menacing evolution of threats to that infrastructure, the days
of the simple firewall are over. Something radically new was needed, and the SRX is
leading the charge into a more secure future.

Junos Security is your guide to this brighter future. It readily answers the questions you
have, will have, or may even hope to have. The SRX is one awesome beast that is up to
matching your challenges whether they are firewalling, routing, NAT, deep inspection,
encryption, or the mitigation of nearly any form of network attack.

How do you write about such a thing? Once upon a time, there were firewall books,
or routing books, or even data center deployment books. But today, this one book is
here to illuminate the elaborate hybrid workings of this next-gen networking marvel.
Add to that the fact that the SRX platform has multiple models across two quite distinct
device classes covering everything from the smallest networks in the world to the very
largest, along with the huge and legendary heritage of the Junos operating system, and
you have more than enough material to fill many volumes of books.

N

Writing a book of this magnitude was no easy task to undertake. In fact,

it took five of the best SRX engineers in the world to accomplish it,

s collaborating for almost a year. Together they have many times more

" man-years of experience working with the SRX than the device has even
existed, so they bring a real-world approach in this book that you can
take away to your own work immediately.

Ultimately, this book is about Junos and the SRX, and how to deploy, configure, and
maintain your Juniper Networks investment with the goal of protecting and efficiently
operating your network. Enjoy!
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This Book’s Assumptions About You

We, the authors, are assuming a certain level of knowledge from you, the reader. Sorry,
but if you are not familiar with any of the following assumptions, this book will occa-
sionally veer over your head. Please read this carefully.

First, Chapter 1’s overview of the SRX platform has no assumptions; it’s meant for all
audiences and includes basic information that you can read right now. From Chap-
ter 1 onward, the book will assume that you followed the documentation, got the SRX
out of its shipping box or pallet, installed it in its rack or location, and made the nec-
essary network and power connections. This book also assumes that you know how
to operate networking equipment using a command-line interface (CLI).

Chapters 2 and 3 will help familiarize you with the Junos operating system. If you are
migrating from an IOS-driven firewall, or from the former ScreenOS product line, these
chapters are probably critical review, because all of the other chapters assume that you
can follow the Junos CLI examples and tutorials at an intermediate level of expertise.

The Junos documentation suite is a great place to start if you need help with Junos. It’s
thorough, well written, and free (http://www.juniper.net/techpubs). There are also
booklets available at Juniper, the Day One series, that are brief, to the point, and meant
to get you up and running in one day (http://www.juniper.net/dayone), and they cover
a variety of topics, including the SRX, the Junos CLI, and more.

We are also assuming you are familiar with and have a general working knowledge of:

OSI model and networking concepts
This includes Layers 1 through 7, switching, routing, applications, the client-to-
server model, and so on.

Firewall and security concepts
A high-level understanding of firewall and security concepts is helpful. We will go
into detail about best practices and how these can be implemented on the SRX.

Routing
This includes basic knowledge of routing protocols and dynamic routing
principles.

Point-to-point links
These network segments are often thought of as WAN links in that they do not
contain any end users. Often these links are used to connect routers together in

disparate geographical areas. Possible encapsulations used on these links include
ATM, Frame Relay, PPP, and HDLC.

IP addressing and subnetting
Hosts using IP to communicate with each other use 32-bit addresses. Humans often
use a dotted decimal format to represent this address. This address notation
includes a network portion and a host portion which is normally displayed as
192.168.1.1/24.
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TCP and UDP
These Layer 4 protocols define methods for communicating between hosts. TCP
provides for connection-oriented communications while UDP uses a connection-
less paradigm. Other benefits of using TCP include flow control, windowing/
buffering, and explicit acknowledgments.

ICMP
This protocol is used by network engineers to troubleshoot and operate networks
as it is the core protocol used by the ping and traceroute (on some platforms)
programs. In addition, ICMP is used to signal error and other messages between
hosts in an [P-based network.

What's In This Book?

This book was written to be the definitive and most complete source of information
for working with the SRX platforms. It is divided into 13 chapters. Each chapter is
written by one of the authors from our authoring pool of five. While we tried to review
each other’s work, you’ll be able to tell different voices in the writing styles, and we
hope that this is generally refreshing rather than a hindrance.

Here is a detailed accounting of what’s in this book:

Chapter 1, Introduction to the SRX

The SRX is Juniper Networks’ next-generation services platform. The devices
combine the advanced Junos operating system with the existing security offerings
on a high-speed feature-rich platform. This chapter is designed to give you an un-
derstanding of the physical devices as well as their architecture. Then it walks you
through common deployment scenarios and use cases. The enriching explanation
provides a clear vision into the platforms and strategies that are available when
using the SRX platforms.

Chapter 2, What Makes Junos So Special?

Junosis one of the industry’s most well-respected network operating systems. Over
its 10-plus-year history, Junos has grown into a feature-rich platform. Because Ju-
nos and its capabilities are so large, it’s important to build a strong base of knowl-
edge of what Junos is all about. In this chapter, the design of the Junos operating
system, its fundamental concepts, and its history are discussed. Also, for readers
who are coming from other platforms, a comparison between other major firewall
platforms is drawn to Junos on the SRX.

Chapter 3, Hands-On Junos
Using Junos requires the use of hands on a keyboard. This chapter gets you hands-
on with Junos. The CLI is the premier management tool for the SRX, and it’s best
to learn the fundamentals of how it works. The goal of this chapter is to provide
you with a basic understanding of how to get around the CLI. It covers the use of
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operational mode, configuration mode, and some of the more advanced options
of the system.

Chapter 4, Security Policy

This chapter provides an in-depth overview of the security policies on the SRX
platform, and how they are handled in the flow process. It details how to configure
interfaces, zones, address books, and applications, and how those items tie into
security policies. It also covers customizing security policies to fit your network,
some best practices and gotchas to watch out for, and how to tie in policy sched-
ulers as well as inline authentication to improve the overall security model of the
network.

Chapter 5, Network Address Translation
This chapter covers the Network Address Translation (NAT) features of the SRX.
It dives into hands-on configuration of source, destination, and static NAT, illus-
trates operational troubleshooting, and vividly draws out real-world examples of
organizations grappling with IPv4 address exhaustion, network integration, and
distributing services load in the data center.

Chapter 6, IPsec VPN
Securing remote networks and hosts is a core tenet of contemporary networking.
[Psec VPN enable this secure communication to happen and are a core function-
ality of the SRX platform. This chapter covers the ins and outs of [Psec VPNs—
from a fundamental perspective for newcomers, all the way through configuration,
diagnostics, and troubleshooting so that all network administrators will have the
tools they need to manage a VPN implementation on the SRX platform.

Chapter 7, High-Performance Attack Mitigation
Threats of denial-of-service (DoS) and distributed denial-of-service (DDoS) attacks
on everyday networks are increasing, so it’s critical to protect both the network
and the network’s users from these attacks. This chapter covers Juniper’s built-in
features, such as screens, firewall filters, and self-protection mechanisms, to protect
the network and the SRX from attacks. Included are best-practice tips to harden
and lock down the SRX.

Chapter 8, Intrusion Prevention

Intrusion Detection and Prevention (IDP) is one of the most powerful tools in a
network administrator’s arsenal to protect the network infrastructure at large
against both client-to-server and server-to-client attacks. The SRX consolidates the
power of the Intrusion Prevention System (IPS) and stateful firewalls/VPNs into a
single platform. This chapter not only explains how to configure the SRX to
leverage the IPS services, but also goes in-depth into IPS concepts, deployment
strategies, and how to customize your IPS deployment to suit your organization’s
needs.

Chapter 9, Unified Threat Management
At the top of the protocol stack, application layer traffic imposes some challenges
on network devices trying to inspect it. The UTM feature set supported on branch
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SRX Series devices was designed to overcome some of these challenges, allowing
administrators to protect the network against malicious content by using a variety
of inspection techniques. This chapter explains how to configure and monitor the
different application layer inspection features available on the SRX platforms.

Chapter 10, High Availability

Failure is not an option in today’s real-time always-on expectation of information
accessibility. Networks and the services they provide must always be available.
This chapter explains all of the capabilities for high availability (HA) on the SRX.
It walks you through the capabilities of the HA infrastructure and some sample
design topologies. Then it takes you through setting up a cluster and all of its
configuration options. By the end of the chapter, you will be well versed in the SRX
and how to utilize HA within your network.

Chapter 11, Routing

This chapter covers the gamut of Junos IP routing technology for the SRX in an
extraordinarily concise space. It digs into real-world configuration, troubleshoot-
ing, and case study deployment examples. It explores the building blocks of static
and dynamic IP routing integration and then walks you through the process of
connecting the SRX to the global Internet, before going a step beyond the usual
and covering the more advanced virtualization and traffic engineering topics of
routing instances and filter-based forwarding.

Chapter 12, Transparent Mode

Transparent mode is an extremely powerful mechanism to ease the deployment of
firewalls and IPS into networks by relieving the burdens of network re-architectures
or dealing with complex routing environments. This chapter goes in-depth to cover
all of the concepts, deployment best practices, and configuration of transparent
mode so that your deployment goes smoothly and successfully.

Chapter 13, SRX Management

Managing modern networks, from small to large, requires not only an understand-
ing of how the network works, but also an understanding of the management pro-
tocols used to communicate to the devices. This chapter introduces the different
protocols and mechanisms that are central to the management and automation of
SRX devices.

Juniper Networks Technical Certification Program (JNTCP)

This book doubles as a study guide for the JNTCP security certification tracks. Use it
to prepare and study for the security certification exams. For the most current infor-
mation on Juniper Networks’ security certification tracks, visit the JNTCP website at
http://'www.juniper.net/certification.
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Topology for This Book

Figure P-1 displays the topology for Junos Security that appears beginning in Chapter 3.

The topology for this book was designed to blend the deployment scenarios of four of
the most common types of networks: branch deployment, enterprise data center, cam-
pus backbone, and service provider. This architecture enables us to examine how each
deployment challenge can be met with the different SRX platforms, and how all of the
features of the SRX platform can be leveraged to accomplish this goal. The network
consists of both branch devices and the data center SRX platforms to accomplish the
goals of the network administrator.

Conventions Used in This Book

The following typographical conventions are used in this book:

Italic
Indicates new terms, URLs, email addresses, filenames, file extensions, pathnames,
directories, and Unix utilities

Constant width
Indicates commands, options, switches, variables, attributes, keys, functions,
types, classes, namespaces, methods, modules, properties, parameters, values, ob-
jects, events, event handlers, XML tags, HTML tags, macros, the contents of files,
or the output from commands

Constant width bold
Shows commands or other text that should be typed literally by the user

Constant width italic
Shows text that should be replaced with user-supplied values

W
\
o This icon signifies a tip, suggestion, or general note.
X
'\‘t“ a
15}

This icon indicates a warning or caution.
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Using Code Examples

This book is here to help you get your job done. In general, you may use the code in
this book in your own configuration and documentation. You do not need to contact
us for permission unless you’re reproducing a significant portion of the material. For
example, deploying a network based on actual configurations from this book does not
require permission. Selling or distributing a CD-ROM of examples from this book does
require permission. Answering a question by citing this book and quoting example
code does not require permission. Incorporating a significant amount of sample con-
figurations or operational output from this book into your product’s documentation
does require permission.

We appreciate, but do not require, attribution. An attribution usually includes the title,
author, publisher, and ISBN. For example: “Junos Security, by Rob Cameron, Brad
Woodberg, Patricio Giecco, Tim Eberhard, and James Quinn. Copyright 2010, Rob
Cameron, Brad Woodberg, Patricio Giecco, Tim Eberhard, and James Quinn,
978-1-449-38171-4.

If you feel your use of code examples falls outside fair use or the permission given here,
feel free to contact us at permissions@oreilly.com.

We'd Like to Hear from You/How to Contact Us/Comments and
Questions

Please address comments and questions concerning this book to the publisher:

O’Reilly Media, Inc.

1005 Gravenstein Highway North

Sebastopol, CA 95472

(800) 998-9938 (in the United States or Canada)
(707) 829-0515 (international or local)

(707) 829-0104 (fax)

We have a web page for this book, where we list errata, examples, and any additional
information. You can access this page at:

http://oreilly.com/catalog/9781449381714
or:
http://cubednetworks.com
To comment or ask technical questions about this book, send email to:

bookquestions@oreilly.com
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For more information about our books, conferences, Resource Centers, and the
O’Reilly Network, see our website at:

http://www.oreilly.com

Safari® Books Online

Safari Books Online is an on-demand digital library that lets you easily
search more than 7,500 technology and creative reference books and vid-
eos to find the answers you need quickly.

Safari

With a subscription, you can read any page and watch any video from our library online.
Read books on your cell phone and mobile devices. Access new titles before they are
available for print, and get exclusive access to manuscripts in development and post
feedback for the authors. Copy and paste code samples, organize your favorites, down-
load chapters, bookmark key sections, create notes, print out pages, and benefit from
tons of other time-saving features.

O’Reilly Media has uploaded this book to the Safari Books Online service. To have full
digital access to this book and others on similar topics from O’Reilly and other pub-
lishers, sign up for free at http://my.safaribooksonline.com.

About the Tech Reviewers

Barny Sanchez (JNCIE FW/VPN #1, JNCIS-SSL, JNCIS-ER, JNCIS-M, JNCIS-SEC,
JNCIA-IDP, JNCIA-AC, JNCIA-EX, JNCIA-WX, JNCIA-DX, JCNA, JNCI) holds a
bachelor’s degree in information systems security from Westwood College, completed
advanced studies in electronics engineering at the Instituto Tecnologico de Costa Rica,
and is currently pursuing a master’s degree in information assurance and security at
Capella University. He is a consulting engineer at Juniper Networks, specializing in
security products and solutions. Prior to this role, he worked as a senior systems engi-
neer supporting Juniper Networks’ strategic partners, and before that, he spent more
than two years as a senior instructor, teaching most of Juniper’s products. Before join-
ing Juniper, he held management positions at different technical support organizations
for Intel Corporation and Cisco Systems, as well as spent several years designing and
implementing multivendor networks for customers around the globe.

Vairavan Subramanian holds a bachelor’s degree in computer engineering from the
University of Madras and a master’s degree in electrical and computer engineering from
Carnegie Mellon University. He is currently a technical marketing engineer at Juniper
Networks. Prior to this role, he spent four years in the design and development of the
SRX Series of products. His interests lie in network infrastructure and security.
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CHAPTER 1
Introduction to the SRX

Firewalls are a staple of almost every network in the world. The firewall protects nearly
every network-based transaction that occurs, and even the end user understands its
metaphoric name, meant to imply keeping out the bad stuff. But firewalls have had to
change. Whether it’s the growth of networks or the growth of network usage, they have
had to move beyond the simple devices that only require protection from inbound
connections. A firewall now has to transcend its own title, the one end users are so
familiar with, into a whole new type of device and service. This new class of device is
a services gateway. And it needs to provide much more than just a firewall—it needs
to look deeper into the packet and use the contained data in new ways that are advan-
tageous to the network for which it is deployed. Can you tell if an egg is good or not
by just looking at its shell? And once you break it open, isn’t it best to use all of its
contents? Deep inspection from a services gateway is the new firewall of the future.

Deep inspection isn’t a new concept, nor is it something that Juniper Networks inven-
ted. What Juniper did do, however, is start from the ground up to solve the technical
problems of peering deeply. With the Juniper Networks SRX Series Services Gateways,
Juniper built a new platform to answer today’s problems while scaling the platform’s
features to solve the anticipated problems of tomorrow. It’s a huge challenge, especially
with the rapid growth of enterprise networks. How do you not only solve the needs of
your network today, but also anticipate the needs for tomorrow?

Juniper spent an enormous amount of effort to create a platform that can grow over
time. The scalability is built into the features, performance, and multifunction capa-
bility of the SRX Series. This chapter introduces what solutions the SRX Series can
provide for your organization today, while detailing its architecture to help you
anticipate and solve your problems of tomorrow.

Evolving into the SRX

The predecessors to the SRX Series products are the legacy ScreenOS products. They
really raised the bar when they were introduced to the market, first by NetScreen and




then by Juniper Networks. Many features might be remembered as notable, but the
most important was the migration of a split firewall software and operating system (OS)
model. Firewalls at the time of their introduction consisted of a base OS and then
firewall software loaded on top. This was flexible for the organization, since it could
choose the underlying OS it was comfortable with, but when any sort of troubleshoot-
ing occurred, it led to all sorts of finger-pointing among vendors. ScreenOS provided
an appliance-based approach by combining the underling OS and the features it
provided.

The integrated approach of ScreenOS transformed the market. Today, most vendors
have migrated to an appliance-based firewall model, but it has been more than 10 years
since the founding of NetScreen Technologies and its ScreenOS approach. So, when
Juniper began to plan for a totally new approach to firewall products, it did not have
to look far to see its next-generation choice for an operating system: Junos became the
base for the new product line called the SRX Series.

Screen0S to Junos

Juniper Networks’ flagship operating system is Junos. The Junos operating system has
been a mainstay of Juniper and it runs on the majority of its products. Junos was created
in the mid-1990s as an offshoot of the FreeBSD Unix-like operating system. The goal
was to provide a robust core OS that could control the underlying chassis hardware.
At that time, FreeBSD was a great choice on which to base Junos, because it provided
all of the important components, including storage support, a memory controller, a
kernel, and a task scheduler. The BSD license also allowed anyone to modify the source
code without having to return the new code. This allowed Juniper to modify the code
as it saw fit.

W

- Junos has evolved greatly from its initial days as a spin-off of BSD. It
"‘:\ contains millions of lines of code and an extremely strong feature set.
T 918 You can learn more details about Junos in Chapter 2.

The ScreenOS operating system aged gracefully over time, but it hit some important
limits that prevented it from being the choice for the next-generation SRX Series prod-
ucts. First, ScreenOS cannot separate the running of tasks from the kernel. All processes
effectively run with the same privileges. Because of this, if any part of ScreenOS were
to crash or fail, the entire OS would end up crashing or failing. Second, the modular
architecture of Junos allows for the addition of new services, since this was the initial
intention of Junos and the history of its release train. ScreenOS could not compare.

Finally, there’s a concept called One Junos. Junos is one system, designed to completely
rethink the way the network works. Its operating system helps to reduce the amount
of time and effort required to plan, deploy, and operate network infrastructure. The
one release train provides stable delivery of new functionality in a time-tested cadence.
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And its one modular software architecture provides highly available and scalable soft-
ware that keeps up with changing needs. As you will see in this book, Junos opened up
enormous possibilities and network functionality from one device.

Inherited Screen0S features

Although the next-generation SRX Series devices were destined to use the well-
developed and long-running Junos operating system, that didn’t mean the familiar
features of ScreenOS were going away. For example, ScreenOS introduced the concept
of zones to the firewall world. A zone is a logical entity that interfaces are bound to,
and zones are used in security policy creation, allowing the specification of an ingress
and egress zone in the security policy. Creating ingress and egress zones means the
specified traffic can only pass in a specific direction. It also increases the overall speed
of policy lookup, and since multiple zones are always used in a firewall, it separates the
overall firewall rule base into many subsets of zone groupings. We cover zones further
in Chapter 4.

The virtual router (VR) is an example of another important feature developed in
ScreenOS and embraced by the new generation of SRX Series products. A VR allows
for the creation of multiple routing tables inside the same device, providing the ad-
ministrator with the ability to segregate traffic and virtualize the firewall.

Table 1-1 elaborates on the list of popular ScreenOS features that were added to Junos
for the SRX Series. Although some of the features do not have a one-to-one naming
parity, the functionality of these features is generally replicated on the Junos platform.

Table 1-1. Screen OS-to-Junos major feature comparisons

Feature Screen0S Junos
Zones Yes Yes
Virtual routers (VRs) VRs Yes as routing instances
Screens Yes Yes
Deep packet inspection Yes Yes as full intrusion prevention
Network Address Translation (NAT)  Yes as NAT objects Yes as NAT policies
Unified Threat Management (UTM) ~ Yes Yes
IPsec virtual private network (VPN)  Yes Yes
Dynamic routing Yes Yes
High availability (HA) NetScreen Redundancy Protocol (NSRP)  Chassis cluster
Device management

Junos has evolved since it was first deployed in service provider networks. Over the
years, many lessons were learned regarding how to best use the device running the OS.
These practices have been integrated into the SRX Series and are shared throughout
this book, specifically in how to use the command-line interface (CLI).
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For the most part, Junos users traditionally tend to utilize the CLI for managing the
platform. As strange as it may sound, even very large organizations use the CLI to
manage their devices. The CLI was designed to be easy to utilize and navigate through,
and once you are familiar with it, even large configurations are completely manageable
through a simple terminal window. Throughout this book, we will show you various
ways to navigate and configure the SRX Series products using the CLI.

W

In Junos, the CLI extends beyond just a simple set of commands. The
CLlI s actually implemented as an Extensible Markup Language (XML)
%ls" interface to the operating system. This XML interface is called Juno-
" script and is even implemented as an open standard called NETCONTF.
Third-party applications can integrate with Junoscript or a user may
even use it on the device. Juniper Networks provides extensive training
and documentation covering this feature; an example is its Day One
Automation Series (see http://www.juniper.net/dayone).

Sometimes, getting started with such a rich platform is a daunting task, if only because
thousands of commands can be used in the Junos operating system. To ease this task
and get started quickly, the SRX Series of products provides a web interface called
J-Web. The J-Web tool is automatically installed on the SRX Series (on some other
Junos platforms it is an optional package), and it is enabled by default. The interface
is intuitive and covers most of the important tasks for configuring a device. We will
cover both J-Web and the CLI in more depth in Chapter 2.

For large networks with many devices, we all know mass efficiency is required. It may
be feasible to use the CLI, but it’s hard to beat a policy-driven management system.
Juniper provides two tools to accomplish efficient management. The first tool is called
Network and Security Manager (NSM). This is the legacy tool that you can use to
manage networks. It was originally designed to manage ScreenOS products, and over
time, it evolved to manage most of Juniper’s products. However, the architecture of
the product is getting old, and it’s becoming difficult to implement new features. Al-
though it is still a viable platform for management, just like the evolution of ScreenOS
to Junos, a newly architected platform is available.

This new platform is called Junos Space, and it is designed from the ground up to be a
modular platform that can integrate easily with a multitude of devices, and even other
management systems. The goal for Junos Space is to allow for the simplified provi-
sioning of a network.

To provide this simplified provisioning, three important things must be accomplished:

* Integrate with a heterogeneous network environment.
* Integrate with many different types of management platforms.

* Provide this within an easy-to-use web interface.
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By accomplishing these tasks, Junos Space will take network management to a new
level of productivity and efficiency for an organization.

At the time of this writing, Junos Space was still being finalized. Nonetheless, readers
of this book will learn about the capabilities of the SRX Series using the Junos CLI from
the ground up, and will be ready to apply it within Junos Space anytime they deem
appropriate.

The SRX Series Platform

The SRX Series hardware platform is a next-generation departure from the previous
ScreenOS platforms, built from the ground up to provide scalable services. Now, the
question that begs to be answered is: what exactly is a service?

A service is an action or actions that are applied to the network traffic passing through
the SRX Series of products. Two examples of services are stateful firewalling and in-
trusion prevention.

The ScreenOS products were designed primarily to provide three services: stateful fire-
walling, NAT, and VPN. When ScreenOS was originally designed, these were the core
value propositions for a firewall in a network. In today’s network, these services are
still important, but they need to be provided on a larger scale since the number of
Internet Protocol (IP) devices in a network has grown significantly, and each of them
relies on the Internet for access to information they need in order to run. Since the SRX
is going to be processing this traffic, it is critical that it provides as many services as
possible on the traffic in one single pass.

Built for Services

So, the SRX provides services on the passing traffic, but it must also provide scalable
services. This is an important concept to review. Scale is the ability to provide the ap-
propriate level of processing based on the required workload, and it’s a concept that is
often lost when judging firewalls because you have to think about the actual processing
capability of a device and how it works. Although all devices have a maximum compute
capability, or the maximum level at which they can process information, it’s very im-
portant to understand how a firewall processes this load. This allows the administrator
to better judge how the device scales under such load.

Scaling under load is based on the services a device is attempting to provide and the
scale it needs to achieve. The traditional device required to do all this is either a branch
device, or the new, high-end data center firewall. A branch firewall needs to provide a
plethora of services at a performance level typical of the available WAN speeds. These
services include the traditional stateful firewall, VPN, and NAT, as well as more
security-focused services such as UTM and intrusion prevention.
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A data center firewall, on the other hand, needs to provide highly scalable performance.
When a firewall is placed in the core of a data center it cannot impede the performance
of the entire network. Each transaction in the data center contains a considerable
amount of value to the organization, and any packet loss or delay can cause financial
implications. A data center firewall requires extreme stateful firewall speeds, a high
session capacity, and very fast new sessions per second.

In response to these varied requirements, Juniper Networks created two product lines:
the branch SRX Series and the data center SRX Series. Each is targeted at its specific
market segments and the network needs of the device in those segments.

SRX Series Common Features: Junos

No matter which SRX Series platform you use, or plan to use, each has a common core.
It’s the One Junos discussed earlier.

One of the most powerful aspects of the Junos operating system is that only a single
source code train, or pool of source code, is used to build a release of the network
software. This provides great efficiency when it comes to integrating features and pro-
viding quality assurance testing. As new products such as those in the SRX Series are
created, it is easier to take previous features, such as the Junos implementation of rout-
ing, and bring them to the new platform.

The same idea is implemented across the SRX Series. Where it makes sense, common
features and code are shared. There are challenges to this mantra, such as the imple-
mentation of features in what is known as the Packet Forwarding Engine (PFE). That’s
because this is the location that actually processes the packets and provides services on
the network traffic. The PFE in each SRX Series platform typically contains different
components, creating the largest barrier for feature parity across the platforms. But as
stated before, the products are designed to meet the needs of the deployment, using
Junos to provide commonality.

Deployment Solutions

Networking products are created to solve problems and increase efficiencies. Before
diving into the products that comprise the SRX Series, let’s look at some of the problems
these products solve in the two central locations in which they are deployed:

* The branch SRX Series products are designed for small to large office locations
consisting of anywhere from a few individuals to hundreds of employees, repre-
senting either a small, single device requirement or a reasonably sized infrastruc-
ture. In these locations, the firewall is typically deployed at the edge of the network,
separating the users from the Internet.

* Thedata center SRX Series products are Juniper’s flagship high-end firewalls. These
products are targeted at the data center and the service provider. They are designed
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to provide services to scale. Data center and service provider deployments are as
differentiated as branch locations.

Let’s look at examples of various deployments and what type of services the SRX Series
products provide. We will look at the small branch first, then larger branches, data
centers, service providers, and mobile carriers, and finally all the way up (literally) to
cloud networks.

Small Branch

A small branch location is defined as a network with no more than a dozen hosts.
Typically, a small branch has a few servers or, most often, connects to a larger office.
The requirements for a firewall device are to provide not only connectivity to an Internet
source, or larger office connection, but also connectivity to all of the devices in the
office. The branch firewall also needs to provide switching, and in some cases, wireless
connectivity, to the network.

Figure 1-1 depicts a small branch location. Here a Juniper Networks SRX210 Services
Gateway is utilized. It enables several hosts to the SRX210 and connects to an upstream
device that provides Internet connectivity. In this deployment, the device consolidates
a firewall, switch, and DSL router.

The small-location deployment keeps the footprint to one small device, and keeps
branch management to one device—if the device were to fail, it’s simple to replace and
get the branch up and running using a backup of the current configuration. Finally,
you should note that all of the network hosts are directly connected to the branch.

Internet

e

SRX210

L
DQ H QQ

Figure 1-1. An example of a small branch network
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Medium Branch

In medium to large branch offices, the network has to provide more to the location
because there are 20 or more users—our network example contains about 50 client
devices—so here the solution is the Juniper Networks SRX240 Services Gateway
branch device. Figure 1-2 shows the deployment of the SRX240 placed at the Internet
edge. It utilizes a WAN port to connect directly to the Internet service provider (ISP).
For this medium branch, it contains several services and Internet-accessible services.

Note that the servers are connected directly to the SRX240 to provide maximum per-
formance and security. Since this branch provides email and web-hosting services to
the Internet, security must be provided. Not only can the SRX240 provide stateful
firewalling, but it can also offer intrusion protection services (IPS) for the web and email
services, including antivirus services for the email. The branch can be supported by a
mix of both wired and wireless connections.

The SRX240 has sixteen 1-gigabit ports which can accommodate the four branch office
servers and provide coverage for the client’s two Juniper Networks AX411 Wireless
LAN Access Points, adequately covering the large office area. The AX411 access points
are easy to deploy since they connect directly to the Power over Ethernet (PoE) network
ports on the SRX240. This leaves ten 1-gigabit Ethernet ports that can be used to ac-
commodate any other client systems that need high-speed access to the servers.

Internet

W
/ s aEs
X4 AX411

Figure 1-2. An example of a medium branch network
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Large Branch

The last branch deployment to review is the large branch. For our example, the large
branch has 250 clients. This network requires significantly more equipment than was
used in the preceding branch examples. Note that for this network, the Juniper Net-
works EX Series Ethernet Switches were reutilized to provide client access to the net-
work. Figure 1-3 depicts our large branch topology.

Our example branch network needs to provide Ethernet access for 250 clients, so to
realistically depict this, six groupings of two EX4200 switches are deployed. Each
switch provides 48 tri-speed Ethernet ports. To simplify management, all of the
switches are connected using Juniper’s virtual chassis technology.

Internet

SRX650 ; /

L

EX4200 EX4200 EX4200 EX4200 EX4200 EX4200

Figure 1-3. An example of a large branch network

For more details on how the EX Series switches and the virtual chassis
technology operates, as well as how the EX switches can be deployed
Ws' and serve various enterprise networks, see Junos Enterprise Switching by
" Harry Reynolds and Doug Marschke (O’Reilly).

The SRX Series platform of choice for the large branch is the Juniper Networks SRX650
Services Gateway. The SRX650 is the largest of the branch SRX Series products and its
performance capabilities actually exceed those of the branch, allowing for future adop-
tion of features in the branch. Just as was done in the previous deployment, the local
servers will sit off of an arm of the SRX650, but note that in this deployment, HA was
utilized, so the servers must sit off of their own switch (here the Juniper Networks
EX3200 switch).
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The HA deployment of the SRX650 products means two devices are used, allowing the
second SRX650 to take over in the event of a failure on the primary device. The SRX650
HA model provides an extreme amount of flexibility for deploying a firewall, and we
detail its capabilities in Chapter 9.

Data Center

What truly is a data center has blurred in recent times. The traditional concept of a
data center is a physical location that contains servers that provide services to clients.
The data center does not contain client hosts (a few machines here and there to ad-
minister the servers don’t count), or clear bounds of ingress and egress to the network.
Ingress points may be Internet or WAN connections, but each type of ingress point
requires different levels of security.

The new data center of today seems to be any network that contains services, and these
networks may even span multiple physical locations. In the past, a data center and its
tiers were limited to a single physical location because there were some underlying
technologies that were hard to stretch. But today it’s much easier to provide the same
Layer 2 network across two or more physical locations, thus expanding the possibilities
of creating a data center. With the popularization of MPLS and virtual private LAN
service (VPLS) technologies, data centers can be built in new and creative ways.

The traditional data center design consists of a two- or three-tier switching model.
Figure 1-4 shows both a two-tier and a three-tier switching design. Both are funda-
mentally the same, except that between the two is the addition of the aggregation
switching tier. The aggregation tier compensates for the lack of port density at the core
(only in the largest switched networks should a distribution tier be required).

Note that the edge tier is unchanged in both models. This is where the servers connect
into the network, and the number of edge switches (and their configuration) is driven
by the density of the servers. Most progressively designed data centers are using virtu-
alization technologies which allow multiple servers to run on the same bit of hardware,
reducing the overall footprint, energy consumption, and rack space.

Neither this book nor this chapter is designed to be a comprehensive primer on data
centers. Design considerations for a data center are enormous and can easily comprise
several volumes of text. The point here is to give a little familiarity to the next few
deployment scenarios and to show how the various SRX Series platforms scale to the
needs of those deployments.

Data Center Edge

As discussed in the previous section, a data center needs to have an ingress point to
allow clients to access the data center’s services. The most common service is ingress
Internet traffic, and as you can imagine, the ingress point is a very important area to
secure. This area needs to allow access to the servers, yetin a limited and secure fashion,
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Figure 1-4. Two- and three-tier switching design

and because the data center services are typically high-profile, they may be the target
of denial-of-service (DoS), distributed denial-of-service (DDoS), and botnet attacks. It
is a fact of network life that must be taken into consideration when building a data
center network.

An SRX Series product deployed at the edge of the network must handle all of these
tasks, as well as handle the transactional load of the servers. Most connections into
applications for a data center are quick to be created and torn down, and during the
connection, only a small amount of data is sent. An example of this is accessing a web
application. Many small components are actually delivered to the web browser on the
client, and most of them are delivered asynchronously, so the components may not be
returned in the order they were accessed. This leads to many small data exchanges or
transactions, which differs greatly from the model of large continual streams of data
transfer.

Figure 1-5 illustrates where the SRX Series would be deployed in our example topology.
The products of choice are the Juniper Networks SRX3000 line, because they can meet
the needs identified in the preceding paragraph. Figure 1-5 might look familiar to you
as it is part of what we discussed regarding the data center tier in Figure 1-4. The data
center is modeled after that two-tier design, with the edge being placed at the top of
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Figure 1-5. The data center edge with the SRX3000 line

the diagram. The SRX3000 line of products do not have WAN interfaces, so upstream
routers are used. The WAN routers consolidate the various network connections and
then connect to the SRX3000 products. For connecting into the data center itself, the
SRX3000 line uses its 10-gigabit Ethernet to connect to the data center core and WAN
routers.

A data center relies on availability—all systems must be deployed to ensure that there
is no single point of failure. This includes the SRX Series. The SRX3000 line provides
arobust set of HA features. In Figure 1-5, both SRX3000 line products are deployed in
what is traditionally called an active/active deployment. This means both firewalls can
pass traffic simultaneously. When a product in the SRX3000 line operates in a cluster,
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the two boxes operate as though they are one unit. This simplifies HA deployment
because management operations are reduced. Also, traffic can enter and exit any port
on either chassis. This model is flexible compared to the traditional model of forcing
traffic to only go through an active member.

Data Center Services Tier

The data center core is the network’s epicenter for all server communications, and most
connections in a data center flow through it. A firewall at the data center core needs to
maintain many concurrent sessions. Although servers may maintain long-lived con-
nections, they are more likely to have connectivity bursts that last a short period of
time. This, coupled with the density of running systems, increases the required number
of concurrent connections, but at the rate of new connections per second. If a firewall
fails to create sessions quickly enough, or falls behind in allowing the creation of new
sessions, transactions are lost.

For this example, the Juniper Networks SRX5800 Services Gateway is a platform that
can meet these needs. The SRX5800 is the largest member of the SRX5000 line, and is
well suited for the data center environment. It can meet the scaling needs of today as
well as those of tomorrow. Placing a firewall inside the data center core is always chal-
lenging, and typically the overall needs of the data center dictate the placement of the
firewall. However, there is a perfect location for the deployment of our SRX5800, as
shown in Figure 1-6, which builds upon the example shown as part of the two-tier data
center in Figure 1-4.

This location in the data center network is called the services tier, and it is where services
are provided to the data center servers on the network traffic. This includes services
provided by the SRX5800, such as stateful firewalling, IPS, Application Denial of
Service (AppDoS) prevention, and server load balancing. This allows the creation of a
pool of resources that can be shared among the various servers. It is also possible to
deploy multiple firewalls and distribute the load across all of them, but that increases
complexity and management costs. The trend over the past five years has been to move
toward consolidation for all the financial and managerial reasons you can imagine.
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Figure 1-6. An SRX5800 in the data center core

In the data center core, AppDoS and IPS are two key services to include in the data
center services tier design. The AppDoS feature allows the SRX5800 to look for attack
patterns unlike other security products. AppDoS looks for DoS and DDoS patterns
against a server, the application context (such as the URL), and connection rates from
individual clients. By combining and triangulating the knowledge of these three items,
the newer style of botnet attacks can finally be stopped.

A separate SRX Series specialty is IPS. The IPS feature differs from AppDoS as it looks
for specific attacks through the streams of data. When an attack is identified, it’s pos-
sible to block, log, or ignore the threat. Since all of the connections to the critical servers
will pass through the SRX5800, adding the additional protection of the IPS technology
provides a great deal of value, not to mention additional security for the services tier.
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Service Provider

Although most administrators are more likely to use the services of a service provider
than they are to run one, looking at the use case of a service provider can be quite
interesting. Providing connectivity to millions of hosts in a highly available and scalable
method is an extremely tough proposition. Accomplishing this task requires a Hercu-
lean effort of thousands of people. Extending a service provider network to include
stateful security is just as difficult. Traditionally, a service provider processes traffic in
a stateless manner, meaning that each packet is treated independently of any other.
Although scaling stateless packet processing isn’t inexpensive, or simple by any means,
it does require less computing power than stateful processing.

In a stateful processing device, each packet is matched as part of a new or existing flow.
Each packet must be processed to ensure that it is part of an existing session, or a new
session must be created. All of the fields of each packet must be validated to ensure
that they correctly match the values of the existing flow. For example, in TCP, this
would include TCP sequencing numbers and TCP session state. Scaling a device to do
this is, well, extremely challenging.

A firewall can be placed in many locations in a service provider’s network. Here we’ll
discuss two specific examples: in the first the firewall provides a managed service, and
in the second the service provider protects its own services.

Starting with the managed service provider (MSP) environment, Figure 1-7 shows a
common MSP deployment. On the left, several customers are shown, and depending
on the service provider environment, this may be several dozen to several thousand (for
the purposes of explanation only a handful are needed). The connections from these
customers are aggregated to a Layer 2 and Layer 3 routing switch, in this case a Juniper
Networks MX960 3D Universal Edge Router. Then the MX Series router connects to
an SRX5800. The SRX5800 is logically broken down into smaller firewalls for each
customer so that each customer gains the services of a firewall while the provider con-
solidates all of these “devices” into a single hardware unit. The service provider can
minimize its operational costs and maximize the density of customers on a single device.

Our second scenario for service providers involves protecting the services that they
provide. Although a service provider provides access to other networks, such as the
Internet, it also has its own hosted services. These include, but are not limited to,
Domain Name System (DNS), email, and web hosting. Because these services are pub-
lic, it’s important for the service provider to ensure their availability, as any lack of
availability can become a front-page story or at least cause a flurry of angry customers.
For these services, firewalls are typically deployed, as shown in our example topology
in Figure 1-8.
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Figure 1-7. MSP SRX5800 deployment

Several attack vectors are available to service providers’ public services, including DoS,
DDoS, and service exploits. They are all the critical types of attacks that the provider
needs to be aware of and defend. The data center SRX products can protect against
both DDoS and the traditional DoS attack. In the case of a traditional DoS attack, the
screen feature can be utilized.

A screen is a mechanism that is used to stop more simplistic attacks such as SYN and
UDP floods (note that although these types of attacks are “simple” in nature, they can
quickly overrun a server or even a firewall). Screens allow the administrator of an SRX
Series product to set up specific thresholds for TCP and UDP sessions. Once these
thresholds have been exceeded, protection mechanisms are enacted to minimize the
threat of these attacks. We will discuss the screen feature in detail in Chapter 6.

Mobile Carriers

The phones of today are more than the computers of yesterday; they are fully fledged
modern computers in a hand-held format, and almost all of a person’s daily tasks can
be performed through them. Although a small screen doesn’t lend itself to managing
1,000-line spreadsheets, the devices can easily handle the job of sharing information
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Figure 1-8. Service provider public services

through email or web browsing. More and more people who would typically not use
the Internet are now accessing the Internet through these mobile devices, which means
that access to the public network is advancing in staggering demographic numbers.

This explosion of usage has brought a new challenge to mobile operators: how to pro-
vide a resilient data network to every person in the world. Such a mobile network, when
broken down into smaller, easy-to-manage areas, provides a perfect example of how
an SRX Series firewall can be utilized to secure such a network.

For mobile carrier networks, an SRX5800 is the right choice, for a few specific reasons:
its high session capacity and its high connections-per-second rate. In the network lo-
cations where this device is placed, connection rates can quickly vary from a few thou-
sand to several hundred thousand. A quick flood of new emails or everyone scrambling
to see a breaking news event can strain any well-designed network. And as mentioned
in the preceding service provider example, it’s difficult to provide firewall services in a
carrier network.
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Figure 1-9 shows a simplified example of a mobile operator network. It’s simplified in
order to focus more on the firewalls and less on the many layers of the wireless carrier’s
network. For the purposes of this discussion, the way in which IP traffic is tunneled to
the firewalls isn’t relevant.

In Figure 1-9, the handsets are depicted on the far left, and their radio connections, or
cell connections, are terminated into the provider’s network. Then, at the edge of the
provider’s network, when the actual data requests are terminated, the IP-based packet
is ready for transport to the Internet, or to the provider’s services.

An SRX5800 at the location depicted in Figure 1-9 is designed to protect the carrier’s
network, ensuring that its infrastructure is secure. By protecting the network, it ensures
that its availability and the service that customers spend money on each month con-
tinues. If the protection of the handsets is the responsibility of the handset provider in
conjunction with the carrier, the same goes for the cellular or 3G Internet services that
can be utilized by consumers using cellular or 3G modems. These devices allow users
to access the Internet directly from anywhere in a carrier’s wireless coverage network
—these computers need to employ personal firewalls for the best possible protection.

For any service provider, mobile carriers included, the provided services need to be
available to the consumers. As shown in Figure 1-9, the SRX5800 devices are deployed
in a highly available design. If one SRX5800 experiences a hardware failure, the second
SRX5800 can completely take over for the primary. Of course, this failover is trans-
parent to the end user for uninterrupted service and network uptime that reaches to
the five, six, or even seven 9s, or 99.99999% of the time. As competitive as the mobile
market is these days, the mobile carrier’s networks need to be a competitive advantage.

SRX5800

g sp
Q J Services
Wireless - Mobile = 1 Service Provider
Network Core ' Core
0 . |
Internet
D SRX5800

Handsets

Figure 1-9. The SRX5800 in a mobile carrier network
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Cloud Networks

It seems like cloud computing is on everyone’s mind today. The idea of providing any
service to anyone at any time to any scale with complete resilience is a dream that is
becoming a reality for many organizations. Both cloud computing vendors and large
enterprises are providing their own private clouds.

Although each cloud network has its own specific design needs, the SRX Series can and
should play an important role.

That’s because a cloud network must scale in many directions to really be a cloud. It
must scale in the number of running operating systems it can provide. It must scale in
the number of physical servers that can run these operating systems. And it must scale
in the available number of networking ports that the network provides to the servers.
The SRX Series must be able to scale to secure all of this traffic, and in some cases, it
must be able to be bypassed for other services. Figure 1-10 depicts this scale in a sample
cloud network that is meant to merely show the various components and how they
might scale.

Scale by Scale by
<+ .
adding SRX — adding ports
SRX5800
Scale by Scale by
adding servers — 7 adding servers
Servers Servers

Figure 1-10. Cloud computing scaling

The logical items are easier to scale than the physical items, meaning it’s easy to make
10 copies of an operating system run congruently, since they are easily instantiated, but
the challenge is in ensuring that enough processing power can be provided by the servers
since they are a physical entity and it takes time to get more of them installed. The same
goes for the network. A network in a cloud environment will be divided into many
virtual LANs (VLANs) and many routing domains. It is simple to provide more VLANs
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in the network, but it is hard to ensure that the network has the capacity to handle the
needs of the servers. The same goes for the SRX Series firewalls.

For the SRX Series in particular, the needs of the cloud computing environment must
be well planned. As we discussed in regard to service providers, the demands of a
stateful device are enormous when processing large amounts of traffic. Since the SRX
Series device is one of the few stateful devices in the cloud network, it needs to be
deployed to scale. As Figure 1-10 shows, the SRX5800 is chosen for this environment
because it can be deployed in many different configurations based on the needs of the
deployment. (The scaling capabilities of the SRX5800 are discussed in detail in
“SRX5000” on page 61.)

Because of the dynamic nature of cloud computing, infrastructure provisioning of
services must be done seamlessly. This goes for every component in the network, in-
cluding the servers, the network, and the firewalls. Juniper Networks provides several
options for managing all of its devices, as shown in Figure 1-11, which illustrates the
management paradigm for the devices.
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F 3

F 3

User
Application
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Figure 1-11. Juniper Networks management paradigm

Just as the provisioning model scales for the needs of any organization, so does the
cloud computing model. On the far left, direct hands-on or user device management
is shown. This is the device management done by an administrator through the CLI or
web management system (J-Web). The next example is the command of the device by
way of its native API (either Junos automation or NETCONTF, both of which we will
discuss in Chapter 2), where either a client or a script would need to act as the controller
that would use the API to provision the device.
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The remaining management examples are similar to the first two examples of the pro-
visioning model, except they utilize a central management console provided by Juniper
Networks. Model three shows a user interacting with the default client provided by the
Juniper Networks Network and Security Manager (NSM) or Junos Space. In this case,
the NSM uses the native API to talk to the devices.

Lastly, in management option six is the most layered and scalable approach. It shows
a custom-written application controlling the NSM directly with its own API, and then
controlling the devices with its own API.

Although this approach seems highly layered, it provides many advantages in an envi-
ronment where scaling is required. First, it allows for the creation of a custom appli-
cation to provide network-wide provisioning in a case where a single management
product is not available to manage all of the devices on the network. Second, the native
Juniper application is developed specifically around the Juniper devices, thus taking
advantage of the inherent health checks and services without having to integrate them.

The Junos Enterprise Services Reference Network

To simplify the SRX Series learning process, this book consistently uses a single
topology which contains a number of SRX Series devices and covers all of the scenarios,
many of the tutorials, and all of the case studies in the book. A single reference network
allows the reader to follow along and only have to reference one network map.

B
o)

This book’s reference network is primarily focused on branch topologies

since the majority of readers have access to those units. For readers who

Wls are interested in or are using the data center SRX products, these are

" discussed as well, but the larger devices are not the focus for most of the
scenarios. Where differences exist, they will be noted.

Figure 1-12 shows this book’s reference network. The network consists of three branch
deployments, two data center firewall deployments, and remote VPN users. Five of the
topologies represent HA clusters with only a single location that specifies a non-HA
deployment. The Internet is the network that provides connectivity between all of the
SRX Series deployments. Although the reference network is not the perfect “real-world”
network, it does provide the perfect topology to cover all of the features in the SRX
Series.

L)
)

Although three of the locations are called branches, they could also rep-
resent standalone offices without a relationship to any other location.
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Figure 1-12. Reference network

22 | Chapter1: Introduction to the SRX




The first location to review is the South Branch location. The South Branch location is
a typical small branch, utilizing a single SRX210 device. This device is a small, low-cost
appliance that can provide a wide range of features for a location with 2 to 10 users and
perhaps a wireless access point, as shown in the close-up view in Figure 1-13. The
remote users at this location can access both the Internet and other locations over an
[Psec VPN connection. Security is provided by using a combination of stateful fire-
walling, TIPS, and UTM. The hosts on the branch network can talk to each other over
the local switch on the SRX210 or over the optional wireless AX411 access point.

The West Branch, shown in Figure 1-14, is a larger remote branch location. The West
Branch location utilizes two SRX240 firewalls. These firewalls are larger in capacity
than the SRX210 devices in terms of ports, throughput, and concurrent sessions. They
are designed for a network with more than 10 users or where greater throughputs are
needed. Because this branch has more local users, HA is required to prevent loss of
productivity due to loss of access to the Internet or the corporate network.

Internet

f

SRX210

Figure 1-13. South Branch reference network
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Figure 1-14. West Branch reference network

The East Branch location uses the largest branch firewall, the SRX650. This deployment
represents both a large branch and a typical office environment where support for
hundreds of users and several gigabits per second of throughput is needed. The detailed
view of the East Branch is shown in Figure 1-15. This deployment, much like that of
the West Branch, utilizes HA. Just as with the other branch SRX Series devices, the
SRX650 devices can also use IPS, UTM, stateful firewalling, NAT, and many other
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Figure 1-15. East Branch reference network

security features. The SRX650 provides the highest possible throughput for these fea-
tures compared to any other branch product line.

Deployment of the campus core firewalls of our reference network will be our first
exploration into the high-end or data center SRX Series devices. These are the largest
firewalls of the Juniper Networks firewall product line (at the time of this book’s pub-
lication). The deployment uses SRX5800 products, and more than 98% of the data
center SRX Series firewalls sold are deployed in a highly available deployment, as rep-
resented here. These firewalls secure the largest network in the reference design, and
Figure 1-16 illustrates a detailed view of the campus core.

To Internet

Figure 1-16. Campus core detailed view
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Our campus core example network shows three networks; in a “real-world” deploy-
ment this could be hundreds or thousands of networks, but to show the fundamentals
of the design and to fit on the printed page, only three are used: Department-A, De-
partment-B, and the Internal Servers networks. These are separated by the SRX5800
HA cluster. Each network has a simple switch to allow multiple hosts to talk to each
other. Off the campus core firewalls is a DMZ or demilitarized zone SRX Series firewall
cluster, as shown in Figure 1-17.

The DMZ SRX Series devices’ firewall deployment uses an SRX3600 firewall cluster.
The SRX3600 firewalls are perfect for providing interface density with high capacity
and performance. In the DMZ network, several important servers are deployed. These
servers provide critical services to the network and need to be secured to ensure service

continuity.
T To Campus Core T

SRX3600 SRX3600

all =B e ] 2§ of

Multimedia Video Database Web Server

Figure 1-17. DMZ firewalls detailed view

This DMZ deployment is unique compared to the other network deployments because
itis the only one that highlights transparent mode deployment, which allows the firewall
to act as a bridge. Instead of routing packets like a Layer 3 firewall would, it routes
packets to a destination host using its Media Access Control (MAC) address. This
allows the firewall to act as a transparent device, hence the term.

Finally, you might note that the remote VPN users are an example use case of two
different types of IPsec access to the SRX Series firewalls. The first is the dynamic VPN
client, which is a dynamically downloaded client that allows client VPN access into the
branch networks. The second client type highlighted is a third-party client, which is
not provided by Juniper but is recommended when a customer wants to utilize a stand-
alone software client. We will cover both use cases in Chapter 5.
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The reference network contains the most common deployments for the SRX Series
products, allowing you to see the full breadth of topologies within which the SRX Series
is deployed. The depicted topologies show all the features of the SRX Series in ways in
which actual customers use the products. The authors of this book intend for real
administrators to sit down and understand how the SRX Series is used and learn how
to configure it. We have seen the majority of SRX Series deployments in the world and
boiled them down to our reference network.

SRX Series Product Lines

So far, this chapter has focused on SRX Series examples and concepts more than any-
thing, and hopefully this approach has allowed you to readily identify the SRX Series
products and their typical uses. For the remainder of the chapter, we will take a deep
dive into the products so that you can link the specific features of each to a realistic
view of its capabilities. We will begin with what is common to the entire SRX Series,
and then, as before, we’ll divide the product line into branch and data center categories.

Before the deep dive into each SRX Series product, we must note that each SRX Series
platform has a core set of features that are shared across the other platforms. And some
of the platforms have different features that are not shared. This might lead to some
confusion, because feature parity is not the same across all of the platforms, but the
two product lines were designed with different purposes and the underlying architec-
tures vary between the branch and the data center.

The branch SRX Series was designed for small and wide needs, meaning that the devices
offer a wide set of features that can solve a variety of problems. This does not mean
performance is poor, but rather that the products provide a lot of features.

The data center SRX Series was designed for scale and speed. This means these firewalls
can scale from a smaller deployment up to huge performance numbers, all while keep-
ing performance metrics to scale linearly. So, when configuring the modular data center
SRX Series device, the designer is able to easily determine how much hardware is re-
quired. Over time, product-line-specific features are likely to merge between the two
platforms, as shown in Figure 1-18, which is a diagram of that merging model.

/]
Commit to Shared Commit to Shared

SRX

SRX SRX 1
Branch L FSJ;?L?SS Data Center
Features . § Features

Figure 1-18. SRX Series feature merging model
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Branch SRX Series

The majority of SRX Series firewalls sold and deployed are from within the branch SRX
Series, designed primarily for average firewall deployment. A branch SRX Series prod-
uct can be identified by its three-digit product number. The first digit represents the
series and the last two digits specify the specific model number. The number is used
simply to identify the product, and doesn’t represent performance or the number of
ports, or have any other special meaning.

When a branch product is deployed in a small office, as either a remote office location
or a company’s main firewall, it needs to provide many different features to secure the
network and its users. This means it has to be a jack-of-all-trades, and in many cases,
it is an organization’s sole source of security.

Branch-Specific Features

Minimizing the number of pieces of network equipment is important in a remote or
small office location, as that reduces the need to maintain several different types of
equipment, their troubleshooting, and of course, their cost. One key to all of this con-
solidation is the network switch, and all of the branch SRX Series products provide full
switching support. This includes support for spanning tree and line rate blind switch-
ing. Table 1-2 is a matrix of the possible number of supported interfaces per platform.

Table 1-2. Branch port matrix

SRX100  SRX210  SRX240  SRX650

10/100 8 6 0 0
10/100/1000 0 2 20 52
10/100/1000 PoE 0 4 16 48

As of Junos 10.2, the data center SRX Series firewalls do not support

blind switching. Although the goal is to provide this feature in the future,

98y itis more cost-effective to utilize a Juniper Networks EX Series Ethernet

" Switch to provide line rate switching and then create an aggregate link
back to a data center SRX Series product to provide secure routing be-
tween VLANS. In the future, Juniper may add this feature to its data
center SRX Series products.

In most branch locations, SRX Series products are deployed as the only source of se-
curity. Because of this, some of the services that are typically distributed can be con-
solidated into the SRX, such as antivirus. Antivirus is a feature that the branch SRX
Series can offer to its local network when applied to the following protocols: Simple
Mail Transfer Protocol (SMTP), Post Office Protocol 3 (POP3), Internet Message Ac-
cess Protocol (IMAP), Hyper Text Transfer Protocol (HTTP), and File Transfer
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Protocol (FTP). The SRX Series scans for viruses silently as the data is passed through
the network, allowing it to stop viruses on the protocols where viruses are most com-
monly found.

The data center SRX Series does not support the antivirus feature as of
Junos 10.2. In organizations that deploy a data center SRX Series prod-
' e uct, the antivirus feature set is typically decentralized for increased
security as well as enabling antivirus scanning while maintaining the
required performance for a data center. A bigger focus for security is
utilizing IPS to secure connections into servers in a data center. This is
a more common requirement than antivirus. The IPS feature is suppor-
ted on both the high-end and branch SRX Series product lines.

Antispam is another UTM feature set that aids in consolidation of services on the
branch SRX Series. Today it’s reported that almost 95% of the email in the world is
spam. And this affects productivity. In addition, although some messages are harmless,
offering general-use products, others contain vulgar images, sexual overtures, or illicit
offers. These messages can be offensive, a general nuisance, and a distraction.

The antispam technology included on the SRX Series can prevent such spam from being
received, and it removes the need to use antispam software on another server.

Much like antivirus, the data center SRX Series does not provide anti-
spam services. In data center locations where mail services are intended
' w for thousands of users, a larger solution is needed, one that s distributed
on mail proxies or on the mail servers.

Controlling access to what a user can or can’t see on the Internet is called universal
resource locator (URL) filtering. URL filtering allows the administrator to limit what
categories of websites can be accessed. Sites that contain pornographic material may
seem like the most logical to block, but other types of sites are common too, such as
social networking sites that can be time sinks for employees. There are also a class of
sites that company policy blocks or temporarily allows access to—for instance, during
lunch hour. In any case, all of this is possible on the branch SRX Series products.

For the data center SRX Series productline, URL filtering is not currently
integrated. In many large data centers where servers are protected, URL
s filtering is not needed or is delegated to other products.

Because branch tends to mean small locations all over the world, these branches typi-
cally require access to the local LAN for desktop maintenance or to securely access
other resources. To provide a low-cost and effective solution, Juniper has introduced
the dynamic VPN client. This IPsec client allows for dynamic access to the branch
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without any preinstalled software on the client station, a very helpful feature to have
in the branch so that remote access is simple to set up and requires very little
maintenance.

W

Dynamic VPN is not available on the data center SRX devices. Juniper
Networks recommends the use of its SA Series SSL. VPN Appliances,
s allowing for the scaling of tens of thousands of users while providing a
" rich set of features that go beyond just network access.

When the need for cost-saving consolidation is strong in certain branch scenarios,
adding wireless, both cellular and WiFi, can provide interesting challenges. Part of the
challenge concerns consolidating these capabilities into a device while not providing
radio frequency (RF) interference; the other part concerns providing a device that can
be centrally placed and still receive or send enough wireless power to provide value.

All electronic devices give off some sort of RF interference, and all electronic devices
state this clearly on their packaging and/or labels. Although this may be minor inter-
ference in the big scheme of things, it can also be extremely detrimental to wireless
technologies such as cellular Internet access or WiFi—therefore, extreme care is re-
quired when integrating these features into any product. Some of the branch SRX Series
products have the capability to attach a cellular Internet card or USB dongle directly
to them, which can make sense in some small branch locations because typically, cel-
lular signals are fairly strong throughout most buildings.

But what if the device is placed in the basement where it’s not very effective at receiving
these cellular signals? Because of this and other office scenarios, Juniper Networks
provides a product that can be placed anywhere and is both powered and managed by
the SRX Series: the Juniper Networks CX111 Cellular Broadband Data Bridge and
CX411 Cellular Broadband Data Bridge.

The same challenge carries over for WiFi. If an SRX Series product is placed in a back
room or basement, an integrated WiFi access point may not be very relevant, so Juniper
took the same approach and provides an external access point (AP) called the AX411
Wireless LAN Access Point. This AP is managed and powered by any of the branch
SRX Series products.

W

As you might guess, although the wireless features are very compelling
for the branch, they aren’t very useful in a data center. Juniper has ab-
 9lae stained from bringing wireless features to the data center SRX Series
" products, but because the two products contain the same codebase, it’s
easy to port the feature to the data center SRX Series if the relevance for
the feature makes its case.
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The first Junos products for the enterprise market were the Juniper Networks J Series
Services Routers and the first iteration of the J Series was a packet-based device. This
means the device acts on each packet individually without any concern for the next
packet—typical of how a traditional router operates. Over time, Juniper moved the
J Series products toward the capabilities of a flow-based device, and this is where the
SRX Series devices evolved from.

Although a flow-based device has many merits, it’s unwise to move away from being
able to provide packet services, so the SRX Series can run in packet mode as well as
flow. It’s even possible to run both modes simultaneously! This allows the SRX Series
to act as traditional packet-based routers and to run advanced services such as MPLS.

MPLS as a technology is not new—carrier networks have been using it for years. Many
enterprise networks have used MPLS, but typically it has been done transparently to
the enterprise. Now, with the SRX Series, the enterprise has a low-cost solution, so it
can create its own MPLS network, bringing the power back to the enterprise from the
service providers, and saving money on MPLS as a managed service. On the flip side,
it allows the service providers to offer a low-cost service that can provide security and
MPLS in a single platform.

The last feature common to the branch SRX Series products is their ability to utilize
many types of WAN interfaces. We will detail these interface types as we drill down
into each SRX Series platform.

The data center SRX Series products, as of Junos 10.2, only utilize

Ethernet interfaces. These are the most common interfaces used in the

918 locations where these products are deployed, and where a data center

" SRX Series product is deployed they are typically paired with a Juniper
Networks MX Series 3D Universal Edge Router, which can provide
WAN interfaces.

SRX100

The SRX100, as of Junos 10.2, is the only product in the SRX100 line (if you remember
from the SRX numbering scheme, the 1 is the series number and the 00 is the product
number inside that series). The SRX100 Services Gateway is shown in Figure 1-19, and
it is a fixed form factor, meaning no additional modules or changes can be made to the
product after it is purchased. As you can see in the figure, the SRX100 has a total of
eight 10/100 Ethernet ports, and perhaps more difficult to see, but clearly onboard, are
a serial console port and a USB port.

The eight Ethernet ports can be configured in many different ways. They may be con-
figured in the traditional manner, in which each port has a single IP address, or they
can be configured in any combination as an Ethernet switch. The same switching ca-
pabilities of the EX Series switches have been combined into the SRX100 so that the
SRX100 not only supports line rate blind switching but also supports several variants
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SRX100

Figure 1-19. The SRX100

of the spanning tree protocols; therefore, if the network is expanded in the future, an
errant configuration won’t lead to a network loop. The SRX100 can also provide a
default gateway on its local switch by using a VLAN interface, as well as a Dynamic
Host Configuration Protocol (DHCP) server.

Although the SRX100 is a small, desktop-sized device, it’s also a high-performing plat-
form. It certainly stands out by providing up to 650 Mbps of throughput. This may
seem like an exorbitant amount of throughput for a branch platform, but it’s warranted
where security is needed between two local network devices. For such a WAN con-
nection, 650 Mbps is far more than what would be needed in a location that would use
this type of device, but small offices have a way of growing.

Speaking of performance, the SRX100 supports high rates of VPN, IPS, and antivirus
as well if the need to use these features arises in locations where the SRX100 is deployed.
The SRX100 also supports a session ramp-up rate of 2,000 new connections per second
(CPS), or the number of new TCP-based sessions that can be created per second. UDP
sessions are also supported, but this new-session-per-second metric is rated with TCP
since it takes three times the number of packets per second to process than it would
UDP to set up a session (see Table 1-3).

Table 1-3. SRX100 capacities
Type Capacity
(€ 2,000
Maximum firewall throughput 650 Mbps
Maximum IPS throughput 60 Mbps
Maximum VPN throughput 65 Mbps
Maximum antivirus throughput 25 Mbps
Maximum concurrent sessions 16K (512 MB of RAM) 32K (1 GB of RAM)
Maximum firewall policies 384

Maximum concurrent users Unlimited
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Although 2,000 new connections per second seems like overkill, it isn’t. Many appli-
cations today are written in such a way that they may attempt to grab 100 or more data
streams simultaneously. If the local firewall device is unable to handle this rate of new
connections, these applications may fail to complete their transactions, leading to user
complaints and, ultimately, the cost or loss of time in troubleshooting the network.

Also, because users may require many concurrent sessions, the SRX100 can support
up to 32,000 sessions. A session is a current connection that is monitored between two
peers, and can be of the more common protocols of TCP and UDP, or of other protocols
such as Encapsulating Security Payload (ESP) or Generic Route Encapsulation (GRE).

The SRX100 has two separate memory options: low-memory and high-memory ver-
sions. They don’t require a change of hardware, but simply the addition of a license
key to activate access to the additional memory. The base memory version uses 512
MB of memory and the high-memory version uses 1 GB of memory. When the license
key is added, and after a reboot, the new SRX Series flow daemon is brought online.
The new flow daemon is designed to access the entire 1 GB of memory.

Activating the 1 GB of memory does more than just enable twice the number of sessions;
itis required to utilize UTM. If any of the UTM features are activated, the total number
of sessions are cut back to the number of low-memory sessions. Reducing the number
of sessions allows the UTM processes to run. The administrator can choose whether
sessions or the UTM features are the more important option.

The SRX100 can be placed in one of four different options. The default placement is
on any flat surface. The other three require additional hardware to be ordered: vertically
on a desktop, in a network equipment rack, or mounted on a wall. The wall mount kit
can accommodate a single SRX100, and the rack mount kit can accommodate up to
two SRX100 units in a single rack unit.

SRX200

The SRX200 line is the next step up in the branch SRX Series. The goal of the SRX200
line is to provide modular solutions to branch environments. This modularity comes
through the use of various interface modules that allow the SRX200 line to connect to
a variety of media types such as T1. Furthermore, the modules can be shared among
all of the devices in the line.

The first device in the line is the SRX210. It is similar to the SRX100, except that it has
additional expansion capabilities and extended throughput. The SRX210 has eight
Ethernet ports, like the SRX100 does, but it also includes two 10/100/100 tri-speed
Ethernet ports, allowing high-speed devices such as switches or servers to be connected.
In addition, the SRX210 can be optionally ordered with built-in PoE ports. If this option
is selected, the first four ports on the device can provide up to 15.4W of power to
devices, be they VoIP phones or Juniper’s AX and CX wireless devices.
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Figure 1-20 shows the SRX210. Note in the top right the large slot where the mini-PIM
is inserted. The front panel includes the eight Ethernet ports. Similar to the SRX100,
the SRX210 includes a serial console port and, in this case, two USB ports. The eight
Ethernet ports can be used (just like the SRX100) to provide line rate blind switching
and/or a traditional Layer 3 interface.

The rear of the box contains a surprise. In the rear left, as depicted in Figure 1-21, an
express card slot is shown. This express card slot can utilize 3G or cellular modem cards
to provide access to the Internet, which is useful for dial backup or the new concept of
a zero-day branch. In the past, when an organization wanted to roll out branches rap-
idly, it required the provisioning of a private circuit or a form of Internet access. It may
take weeks or months to get this service installed. With the use of a 3G card, a branch
can be installed the same day, allowing organizations and operations to move quickly
to reach new markets or emergency locations. Once a permanent circuit is deployed,
the 3G card can be used for dial backup or moved to a new location.

AiJuniper

SRX210

Figure 1-20. The front of the SRX210

Figure 1-21. The back of the SRX210

The performance of the SRX210 is within the range of the SRX100, but it is a higher
level of performance than the SRX100 across all of its various capabilities. As you can
see in Table 1-4, the overall throughput increased from 650 Mbps on the SRX100 to
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750 Mbps on the SRX210. The same goes for the IPS, VPN, and antivirus throughputs.
They each increased by about 10% over the SRX100. A significant change is the fact
that the total number of sessions doubles, for both the low-memory and high-memory
versions. That is a significant advantage in addition to the modularity of the platform.

Table 1-4. SRX210 capacities
Type Capacity
PS 2,000
Maximum firewall throughput 750 Mbps
Maximum IPS throughput 80 Mbps
Maximum VPN throughput 75 Mbps
Maximum antivirus throughput 30 Mbps
Maximum concurrent sessions 32K (512 MB of RAM) 64K (1 GB of RAM)
Maximum firewall policies 512

Maximum concurrent users Unlimited

The SRX210 consists of three hardware models: the base memory model, the high-
memory model, and the PoE with high-memory model (it isn’t possible to purchase a
base memory model and PoE). Unlike the SRX100, the memory models are actually
fixed and cannot be upgraded with a license key, so when planning for a rollout with
the SRX210, it’s best to plan ahead in terms of what you think the device will need.
The SRX210 also has a few hardware accessories: it can be ordered with a desktop
stand, a rack mount kit, or a wall mount kit. The rack mount kit can accommodate
one SRX210 in a single rack unit.

The SRX240 is the first departure from the small desktop form factor, as it is designed
to be mounted in a single rack unit. It also can be placed on the top of a desk and is
about the size of a pizza box. The SRX240, unlike the other members of the SRX200
line, includes sixteen 10/100/1000 Ethernet ports, but like the other two platforms,
line rate switching can be achieved between all of the ports that are configured in the
same VLAN. It’s also possible to configure interfaces as a standard Layer 3 interface,
and each interface can also contain multiple subinterfaces. Each subinterface is on its
own separate VLAN. This is a capability that is shared across all of the SRX product
lines, but it’s typically used on the SRX240 since the SRX240 is deployed on larger
networks.

Figure 1-22 shows the SRX240, and you should be able to see the sixteen 10/100/1000
Ethernet ports across the bottom front of the device. There’s the standard fare of one
serial console port and two USB ports, and on the top of the front panel of the SRX240
are the four mini-PIM slots. These slots can be used for any combination of supported
mini-PIM cards.
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Figure 1-22. The SRX240

The performance of the SRX240 is double that of the other platforms. It’s designed for
mid-range to large branch location and can handle more than eight times the connec-
tions per second, for up to 9,000 CPS. Not only is this good for outbound traffic, but
it is also great for hosting small to medium-size services behind the device—including
web, DNS, and email services, which are typical services for a branch network. The
throughput for the device is enough for a small network, as it can secure more than
1 gigabit per second of traffic. This actually allows several servers to sit behind it and
for the traffic to them from both the internal and external networks to be secured. The
device can also provide for some high IPS throughput, which is great for inspecting
traffic as it goes through the device from untrusted hosts.

Again, Table 1-5 shows that the total number of sessions on the device has doubled
from the lower models. The maximum rate of 128,000 sessions is considerably large
for most networks. Just as you saw on the SRX210, the SRX240 provides three different
hardware models: the base memory model thatincludes 512 MB of memory (it’s unable
to run UTM and runs with half the number of sessions); the high-memory version which
has twice the amount of memory on the device (it’s able to run UTM with an additional
license); and the high-memory with PoE model that can provide PoE to all 16 of its
built-in Ethernet ports.

Table 1-5. SRX240 capacities

Type Capacity
(PS 9,000
Maximum firewall throughput 1.5 Gbps
Maximum IPS throughput 250 Mbps

Maximum VPN throughput 250 Mbps

Maximum antivirus throughput 85 Mbps

Maximum concurrent sessions 64K (512 MB of RAM) 128K (1 GB of RAM)
Maximum firewall policies 4,096

Maximum concurrent users Unlimited

Branch SRX Series | 35



Interface modules for the SRX200 line

The SRX200 Series Services Gateways currently support six different types of mini-
PIMs, as shown in Table 1-6. On the SRX240 these can be mixed and matched to
support any combination that the administrator chooses, offering great flexibility if
there is a need to have several different types of WAN interfaces. The administrator
can also add up to a total of four SFP mini-PIM modules on the SRX240, giving it a
total of 20 gigabit Ethernet ports. The SFP ports can be either a fiber optic connection
or a copper twisted pair link. The SRX210 can only accept one card at a time, so there
isn’t a capability to mix and match cards, although as stated, the SRX210 can accept
any of the cards. Though the SRX210 is not capable of inspecting gigabit speeds of
traffic, a fiber connection may be required in the event that a long haul fiber is used to
connect the SRX210 to the network.

Table 1-6. Mini-PIMs

Type Description

ADSL 1-port ADSL2-+ mini-PIM supporting ADSL/ADSL2/ADSL2+ Annex A
ADSL 1-port ADSL2-+ mini-PIM supporting ADSL/ADSL2/ADSL2+ Annex B
G.SHDSL  8-wire (4-pair) G.SHDSL mini-PIM

Serial 1-port Sync Serial mini-PIM

SFP 1-port SFP mini-PIM

T/E1 1-port T1/E1 mini-PIM

The ADSL cards support all of the modern standards for DSL and work with most
major carriers. The G.SHDSL standard is much newer than the older ADSL, and it is
a higher-speed version of DSL that is provided over traditional twisted pair lines.
Among the three types of cards, all common forms of ADSL are available to the SRX200
line.

The SRX200 line also supports the use of the tried-and-true serial port connection. This
allows for connection to an external serial port and is the least commonly used interface
card. A more commonly used interface card is the T1/E1 card, which is typical for WAN
connection to the SRX200 line. Although a T1/E1 connection may be slow by today’s
standards, compared to the average home broadband connection, it is still commonly
used in remote branch offices.

SRX600

The SRX600 line is the most different from the others in the branch SRX Series. This
line is extremely modular and offers very high performance for a device that is catego-
rized as a branch solution.

The only model in the SRX600 line (at the time of this writing) is the SRX650. The
SRX650 comes with four onboard 10/100/1000 ports. All the remaining components
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are modules. The base system comes with the chassis and a component called the
Services and Routing Engine or SRE. The SRE provides the processing and management
capabilities for the platform. It has the same architecture as the other branch platforms,
but this time the component for processing is modular.

Figure 1-23 shows the front of the SRX650 chassis, and the four onboard 10/100/1000
ports are found on the front left. The other items to notice are the eight modular slots,
which are different here than in the other SRX platforms. Here the eight slots are called
G-PIM slots, but it is also possible to utilize another card type called an X-PIM which
utilizes multiple G-PIM slots.

On the back of the SRX650 is where the SRE is placed. There are two slots that fit the
SRE into the chassis, but note that as of the Junos 10.2 release, only the bottom slot
can be used. In the future, the SRX650 may support a new double-height SRE, or even
multiple SREs. On the SRE there are several ports: first the standard serial console port
and then a secondary serial auxiliary port, shown in the product illustration in
Figure 1-24. Also, the SRE has two USB ports.

W¥lJuniper
SRX&S50

Figure 1-24. The back of the SRX650

New to this model is the inclusion of a secondary compact flash port. This port allows
for expanded storage for logs or software images. The SRX650 also supports up to two
power supplies for redundancy.
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The crown jewel feature of the SRX650 is its performance capabilities. The SRX650 is
more than enough for most branch office locations, allowing for growth in the branch
office. As shown in Table 1-7, it can provide up to 30,000 new connections per second,
which is ample for a fair bit of servers that can be hosted behind the firewall. It also
accounts for a large number of users that can be hosted behind the SRX. The total
number of concurrent sessions is four times higher than on the SRX240, with a maxi-
mum of 500,000 sessions. Only 250,000 sessions are available when UTM is enabled;
the other available memory is shifted for the UTM features to utilize.

Table 1-7. SRX650 capacities

Type Capacity
PS 30,000
Maximum firewall throughput 7 Gbps
Maximum IPS throughput 1.5 Gbps
Maximum VPN throughput 1.5 Gbps

Maximum antivirus throughput 350 Mbps
Maximum concurrent sessions 512K (2 GB of RAM)
Maximum firewall policies 8,192

Maximum concurrent users Unlimited

The SRX650 can provide more than enough throughput on the device, and it can pro-
vide local switching as well. The maximum total throughput is 7 gigabits per second.
This represents a fair bit of secure inspection of traffic in this platform. Also, for the
available UTM services it provides, it is extremely fast. IPS performance exceeds
1 gigabit as well as VPN. The lowest performing value is the inline antivirus, and al-
though 350 Mbps is far lower than the maximum throughput, it is very fast considering
the amount of inspection that is needed to scan files for viruses.

Interface modules for the SRX600 line

The SRX650 has lots of different interface options that are not available on any other
platform today. This makes the SRX650 fairly unique as a platform compared to the
rest of the branch SRX Series. The SRX650 can use two different types of modules: the
G-PIM and the X-PIM. The G-PIM occupies only one of the possible eight slots, whereas
an X-PIM takes a minimum of two slots, and some X-PIMs take a maximum of four
slots. Table 1-8 lists the different interface cards.
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Table 1-8. SRX600 interface matrix

Type Description Slots
Dual T1/E1 Dual T1/E1, two ports with integrated CSU/DSU — G-PIM. Single G-PIM slot. 1
Quad T1/E1 Quad T1/E1, four ports with integrated CSU/DSU — G-PIM. Single G-PIM slot. 1
16-port 10/100/1000 Ethernet switch 16-port 10/100/1000-baseT X-PIM. 2
16-port 10/100/1000 PoE Ethernet switch 16-port 10/100/1000-baseT X-PIM with PoE. 2
24-port 10/100/1000 plusfour SFP Ethernet Switch 24-port 10/100/1000-baseT X-PIM. Includes four SFP slots. 4

ports

24-port10/100/1000 PoE plusfour  PoE Ethernet switch 24-port 10/100/1000-baseT X-PIM. Includes four SFP slots. 4
SFP ports

Two different types of G-PIM cards provide T1/E1 ports. One provides two T1/E1l
ports and the other provides a total of four ports. These cards can go in any of the slots
on the SRX650 chassis, up to the maximum of eight slots.

The next type of card is the dual-slot X-PIM. These cards provide sixteen 10/100/1000
ports and come in the PoE or non-PoE variety. Using this card takes up two of the eight
slots. They can only be installed in the right side of the chassis, with a maximum of two
cards in the chassis.

The third type of card is the quad-slot X-PIM. This card has twenty-four 10/100/1000
ports and four SFP ports and comes in a PoE and non-PoE version. The SFP ports can
use either fiber or twisted-pair SFP transceivers. Figure 1-25 shows the possible loca-
tions of each type of card.

Local switching can be achieved at line rate for ports on the same card, meaning that
on each card, switching must be done on that card to achieve line rate. It is not possible
to configure switching across cards. All traffic that passes between cards must be in-
spected by the firewall, and the throughput is limited to the firewall’s maximum in-
spection. Administrators who deploy the SRX should be aware of this limitation.

AX411

The AX411 Wireless LAN Access Point is not an SRX device, but more of an accessory
to the branch SRX Series product line. The AX411 cannot operate on its own without
an SRX Series appliance. To use the AX411 device, simply plug it into an SRX device
that has DHCP enabled and an AX411 license installed. The access point will get an TP
address from the SRX and register with the device, and the configuration for the AX411
will be pushed down from the SRX to the AX411. Then queries can be sent from the
SRX to the AX411 to get status on the device and its associated clients. Firmware up-
dates and remote reboots are also handled by the SRX product.
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Figure 1-25. SRX650 PIM card diagram
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The AX411 is designed to be placed wherever it’s needed: on a desktop, mounted on
awall, or inside a drop ceiling. As shown in Figure 1-26, the AX411 has three antennas
and one Ethernet port. It also has a console port, which is not user-accessible.

Figure 1-26. The AX411 WLAN Access Point

The AX411 has impressive wireless capabilities, as it supports 802.11a/b/g/n wireless
networking. The three antennas provide multiple input-multiple output (MIMO) for
maximum throughput. The device features two separate radios, one at the 2.4 GHz
range and the other at the 5 GHz range. For the small branch, it meets all of the re-
quirements of an access point. The AX411 is not meant to provide wireless access for
a large campus network, so administrators should not expect to be able to deploy doz-
ens of AX411 products in conjunction; the AX411 is not designed for this purpose.

Each SRX device in the branch SRX Series is only capable of managing a limited number
of AX411 appliances, and Table 1-9 shows the number of access points per platform
that can be managed. The SRX100 can manage up to two AX411 devices. From there,
each platform doubles the total number of access points that can be managed, going
all the way up to 16 access points on the SRX650.

Table 1-9. Access points per platform

Platform Number of access points
SRX100 2

SRX210 4

SRX240 8

SRX650 16
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X111

The CX111 Cellular Broadband Data Bridge (see Figure 1-27) can be used in conjunc-
tion with the branch SRX Series products. The CX111 is designed to accept a 3G (or
cellular) modem and then provide access to the Internet via a wireless carrier. The
CX111 supports about 40 different manufacturers of these wireless cards and up to
three USB wireless cards and one express card. Access to the various wireless providers
can be always-on or dial-on-demand.
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Figure 1-27. The CX111

There aren’t any specific hooks between the CX111 bridge and the SRX products. The
CX111 can be utilized in combination with any branch product to act as a wireless
bridge. The biggest benefit is that the CX111 can be placed anywhere that a wireless
signal can be best reached, so the CX111 can be powered by using PoE or a separate
power supply. This way, the SRX device can be placed in a back closet or under a
counter, and the CX111 can be placed by a window.

Branch SRX Series Hardware Overview

Although the branch SRX Series varies greatly in terms of form factors and capabilities,
the underlying hardware architecture remains the same. Figure 1-28 may be highly
simplified, but it is meant to illustrate how the platforms have a common architecture.
[t also provides a certain clarity to how the data center SRX Series looks when compared
to the branch SRX Series.

In the center of the diagram is the shared compute resource or processor. This processor
is specifically designed for processing network traffic and is intended for scaling and to
provide parallel processing. With parallel processing, more than one task can be exe-
cuted at a time. In this case, parallel processing is achieved by having multiple hardware
cores running separate threads of execution. See “Parallel Processing” on page 43.
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Figure 1-28. Branch SRX Series hardware overview

Connected off of this processor are the serial console and the USB ports. This allows
the user to access the running system directly off of the serial console and any attached
storage off of the USB ports.

Lastly in the overview are the interfaces. The interfaces connect off of the processor,
and all of the onboard ports from each platform are connected as a local Ethernet
switch. This is the same for all of the SRX products. Each WAN card is treated as a
separate link back to the processor, and in the case of the SRX650, each Ethernet card
is its own switch and then connects back to the processor. Although oversimplified,
this should provide a simple understanding of what is happening inside the sheet metal.

Parallel Processing

The majority of the SRX products utilize dense processors. These processors have mul-
tiple cores, or the capability to run multiple simultaneous threads. Since there are many
terms floating around, a little cleanup is in order. A process is an instance of a running
program. It has its own memory space. On a CPU, only a single process can run at any
given time.

A process can contain one or more threads of execution. A thread is a series of tasks that
are being run in the CPU within. To scale processing, tasks are broken up into individual
threads. Much like when a user uses a GUI, all of the elements seem to work simulta-
neously, even though the computer may run only one at a time.

To utilize all of the processor capabilities, a process would need to run multiple
threads or spawn off child processes. When a process spawns off a child process, the
child process is born and receives a copy of the parent’s process memory. At this point,
if the parent process adds or removes anything from its memory, only the parent process
is aware of it. The child process is running as its own atomic unit. If the parent process
wants to notify the child process of a change, it has to use interprocess communication
to send data.
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Sending data across processes is slow in terms of processing. Scaling this level of com-
munication and messaging can also be difficult. There are many good use cases for this,
such as scaling a web server. A web server may run many processes to serve multiple
clients. The processes may need to communicate, but the speed at which they com-
municate may be within several milliseconds. This is completely reasonable, as other
processes, such as running a script or serving an image, will be slower.

In a firewall, the interprocess communication model is best avoided because adding
several milliseconds to process traffic may not be acceptable. Of course, it depends on
the device. Although in a branch device several additional milliseconds of latency may
be fine, in the data center this must be avoided at all costs.

The SRX Series utilizes the thread methods for processing firewall flow data. The thread
model uses a single process, but utilizes multiple threads. Each thread is run on a pro-
cessor core or individual hardware thread. All of the threads can execute simultaneously
and process network traffic very quickly. By being part of a process, they can all share
the same memory space. This allows threads to work on the same streams of informa-
tion without having to pass information between them. This reduces latency and in-
creases traffic processing efficiency.

Although this may seem like the best thing since sliced bread, it’s very difficult to do.
The application must be programmed to be thread-safe. Since all of the memory is
shared, several conditions can occur where the process will crash, lock, or run infinitely
without processing data. Avoiding these conditions has been one of the biggest chal-
lenges in programming over the past 40 years, and although there are several ways to
solve the problem, it requires a huge amount of planning and expertise.

Licensing

The branch SRX Series supports numerous built-in features, including firewalling,
routing, VPN, and NAT. However, some of the features require licensing to activate.
This section is meant to clarify the licensing portion of the SRX products. Table 1-10
breaks out all of the possible licenses by vendor, description, and terms.

In regard to Table 1-10, please note the following:

* You can purchase a single license for all of the UTM features, including the anti-
virus, antispam, intrusion protection, and web filtering features.

* Dynamic VPN is sold as a per-seat license which counts the number of active users
utilizing the features. This feature is only supported on the SRX100, SRX210, and
SRX240.

* The SRX650 can support the ability to act as a BGP route reflector. This is effec-
tively a route server that can share routes to other BGP hosts. This is licensed as a
separate feature and is only applicable to the SRX650.

* To manage an AX411 access point a license is required. Two licenses are included
with the purchase of the AX411; additional licenses can be purchased separately.
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Table 1-10. Licensing options

Type Vendor Description Terms

Antivirus Juniper-Kaspersky  Antivirus updates 1-,3-, or 5-year
Antispam Juniper-Sophos Antispam updates 1-,3-, or 5-year
Intrusion protection  Juniper Attack updates 1-,3-, or 5-year
Web filtering Websense (ategory updates 1-,3-, or 5-year

Combined set All of the above All of the above 1-,3-, or 5-year

Dynamic VPN client  Juniper Concurrent users for dynamic VPN
SRX100, SRX210, and SRX240 only

Route reflector capability, SRX650 only  Permanent

5,10, 25, or 50 users, permanent

BGP router reflector  Juniper

AX411 access point ~ Juniper License to run AX411 Included with access point

Branch Summary

The branch SRX Series product line is extremely well rounded. In fact, it is the most
fully featured, lowest-cost Junos platform that Juniper Networks offers. (This is great
news for anyone who wants to learn how to use Junos and build a small lab.)

The branch SRX Series has both flow and packet modes, allowing anyone to test flow-
based firewalling and packet-based routing. It features the same routing protocol sup-
port as all Junos-based devices, from Border Gateway Protocol (BGP) to Intermediate
System-to-Intermediate System (IS-IS). It has the majority of the EX Series switching
features with the same configuration set. Most importantly for study, it also supports
MPLS and VPLS. No other router platform supports these features at such an attractive
price point.

In terms of the hardware in the branch SRX Series, the underlying device is fairly simple.
It does not utilize any of the routing application-specific integrated circuits (ASICs)
from the high-end routers or data center SRX Series products. Some behaviors on these
features may vary across platforms, so it is not feasible to try to make a sub-$1,000
platform and have the exact same silicon as a million-dollar device. Those behaviors
are noted in the documentation and throughout this book where applicable.

The branch SRX Series product line is the most accessible platform for a majority of
this book’s readers. And because of its lower cost, there will be many more branch SRX
Series products in the field.

Where differences exist between these SRX platforms, they will be noted so that you
can learn these discrepancies and take them to the field, but note that many features
are shared, so there will not be large differences across platforms. Zones and firewall
policies remain the same across platforms, so you will see few differences when this
book delves into this material.
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Data Center SRX Series

The data center SRX Series product line is designed to be scalable and fast for data
center environments where high performance is required. Unlike the branch products,
the data center SRX Series devices are highly modular—a case in point is the base chassis
for any of the products, which does not provide any processing power to process traffic
because the devices are designed to scale in performance as cards are added. (It also
reduces the total amount of investment that is required for an initial deployment.)

There are two lines of products in the data center SRX Series: the SRX3000 line and
the SRX5000 line. Each uses almost identical components, which is great because any
testing done on one platform can carry over to the other. It’s also easier to have feature
parity between the two product lines since the data center SRX Series has specific ASICs
and processors that cannot be shared unless they exist on both platforms. Where dif-
ferences do exist, trust that they will be noted.

The SRX3000 line is the smaller of the two, designed for small to medium-size data
centers and Internet edge applications. The SRX5000 line is the largest services gateway
that Juniper offers. It is designed for medium to very large data centers and it can scale
from a moderate to an extreme performance level.

Both platforms are open for flexible configuration, allowing the network architect to
essentially create a device for his own needs. Since processing and interfaces are both
modular, it’s possible to create a customized device such as one with more IPS with
high inspection and lower throughput. Here, the administrator would add fewer in-
terface cards but more processing cards, allowing only a relatively small amount of
traffic to enter the device but providing an extreme amount of inspection. Alternatively,
the administrator can create a data center SRX with many physical interfaces but limited
processors for inspection. All of this is possible with the data center SRX Series.

Data Center SRX-Specific Features

The data center SRX Series products are built to meet the specific needs of today’s data
centers. They share certain features that require the same underlying hardware to work
as well as the need for such features—it’s important to be focused on meeting the needs
of the platform.

The first such feature is transparent mode. Transparent mode is the ability for the
firewall to act as a transparent bridge. As a transparent bridge, the firewall routes pack-
ets by destination MAC address. Firewall policies are still enforced, as would be ex-
pected. The benefit of such a transparent firewall feature is that the firewall can easily
be placed anywhere in the network.
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As of Junos 10.2, transparent mode is not available for the branch SRX
Series products.

In the data center, IPS is extremely important in securing services, and the data center
SRX Series devices have several features for IPS that are currently not available for the
branch SRX Series devices. Inline tap mode is one such feature for the data-center-
specific SRX platform, allowing the SRX to copy any off sessions as they go through
the device. The SRX will continue to process the traffic in Intrusion Detection and
Prevention (IDP), as well as passing the traffic out of the SRX, but now it will alert (or
log) when an attack is detected, reducing the risk of encountering a false positive and
dropping legitimate traffic.

Because most data centers have a large amount of hardware at their disposal, most have
the capability to decrypt SSL traffic for inspection. On the SRX, the organization’s
private SSL key can be loaded and the SRX can then decrypt the SSL traffic in real time
and inspect for attacks. This provides an additional layer of security by eliminating
attacks that could simply slip through in encrypted streams.

B
)

The branch SRX Series products do not have SSL decryption capability,
mostly because of the horsepower needed to drive it.

Another specific feature that is common to the data center SRX Series is that they can
be configured in what is known as dedicated mode. The data center SRX Series firewalls
have dense and powerful processors, allowing flexibility in terms of how they can be
configured. And much like adding additional processing cards, the SRX processors
themselves can be tuned. Dedicated mode allows the SRX processing to be focused on
IDP, and the overall throughput for IDP increases, as do the maximum session counts.

W

Because the branch SRX Series products utilize different processors, it
is not possible to tune them for dedicated mode.

Another specific data center feature of note is the AppDoS feature. When the SRX is
deployed in a data center it is designed to protect servers, and one of the most common
attacks of the modern Internet era is the DDoS attack. It is extremely difficult to detect
and stop these types of attacks, but using IDP technology it’s possible to set thresholds
and secure against these attacks. The AppDoS feature uses a series of thresholds to
detects attacks and then stop only the attacking clients and not the valid devices.
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Because the branch SRX Series isn’t focused on protecting services, the

AppDosS feature was not made available for that platform (as of Junos
N

MR 10.2).

We cover many of these features, and others, throughout this book in various chapters
and sections. Use the index at the end of the book as a useful cross-reference to these
and other data center SRX Series features.

SPC

The element that provides all of the processing on the SRX Series is called the Services
Processing Card (SPC). An SPC contains one or more Services Processing Units (SPUs).
The SPU is the processor that handles all of the services on the data center SRX Series
firewalls, from firewalling, NAT, and VPN to session setup and anything else the fire-
wall does.

Each SPU provides extreme multiprocessing and can run 32 parallel tasks simultane-
ously. A task is run as a separate hardware thread (see “Parallel Process-
ing” on page 43 for an explanation of hardware threads). This equates to an extreme
amount of parallelism. An SPC can operate in four modes: full central point, small
central point, half central point, and full flow. SPUs that operate in both central point
and flow mode are said to be in combo mode. Based on the mode, the number of hard-
ware threads will be divided differently.

The SPU can operate in up to four different distributions of threads, which breaks down
to two different functions that it can provide: the central point and the flow processor.
The central point (CP) is designed as the master session controller. The CP maintains
a table for all of the sessions that are active on the SRX—if a packet is ever received on
the SRX that is not matched as part of an existing session, it is sent to the CP. The CP
can then check against its session table and see if there is an existing session that matches
it. (We will discuss the new session setup process in more detail shortly, once all of the
required components are explained.)

The CP has three different settings so that users can scale the SRX appropriately. The
CP is used as part of the new session setup process or new CPS. The process is distrib-
uted across multiple components in the system. It would not make sense to dedicate a
processor to provide maximum CPS if there were not enough of the other components
to provide this. So, to provide a balanced performance, the CP is automatically tuned
to provide CPS capabilities to the rest of the platform. The extra hardware threads that
are remaining go back into processing network traffic. At any one time, only one pro-
cessor is acting as the CP, hence the term central point.

The remaining SPUs in the SRX are dedicated to process traffic for services. These
processors are distributed to traffic as part of the new session setup process. Because
each SPU eventually reaches a finite amount of processing, as does any computing
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device, an SPU will share any available computing power it has among the services. If
additional processing power is required, more SPUs can be added. Adding more SPUs
provides near-linear scaling for performance, so if a feature is turned on that cuts the
required performance in half, simply adding another SPU will bring performance back
to where it was.

The SPU’s linear scaling makes it easier to plan a network. If needed, a minimal number
of SPUs can be purchased upfront, and then, over time, additional SPUs can be added
to grow with the needs of the data center. To give you an indication of the processing
capabilities per SPU, Table 1-11 shows off the horsepower available.

Table 1-11. SPU processing capabilities

Item Capability
Packets per second 1,100,000
New CPS 50,000
Firewall throughput 10 Gbps
IPS throughput 2.5Gbps
VPN throughput 2.5 Gbps

Each SPC in the SRX5000 line has two SPUs and each SPC in the SRX3000 line has a
single SPU. As more processing cards are added, the SRX gains the additional capabil-
ities listed in Table 1-11, so when additional services such as logging and NAT are
turned on and the capacity per processor decreases slightly, additional processors can
be added to offset the performance lost by adding new services.

NPU

The NPU or Network Processing Unit is similar in concept to the SPU, whereby the
NPU resides on either an input/output card IOC) or its own Network Processing Card
(NPC) based on the SRX platform type (in the SRX5000 line the NPU sits on the [OC
and in the SRX3000 line it is on a separate card).

When traffic enters an interface card it has to pass through an NPU before it can be
sent on for processing. The physical interfaces and NPCs sit on the same interface card,
so each interface or interface module has its own NPU. In the SRX3000 line, each
interface card is bound to one of the NPUs in the chassis, so when the SRX3000 line
appliances boot, each interface is bound to an NPU in a round-robin fashion until each
interface has an NPU. It is also possible to manually bind the interfaces to the NPUs
through this configuration.

The biggest difference in the design of the SRX3000 and SRX5000 lines’ usage of NPUs
concerns providing a lower-cost platform to the customer. Separating the physical in-
terfaces from the NPU reduces the overall cost of the cards.
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The NPU is used as a part of the session setup process to balance packets as they enter
the system. The NPU takes each packet and balances it to the correct SPU that is han-
dling that session. In the event that there is not a matching session on the NPU, it
forwards the packet to the CP to figure out what to do with it.

Each NPU can process about 6.5 million packets per second inbound and about 16
million packets outbound. This applies across the entire data center SRX Series plat-
form. The method the NPU uses to match a packet to a session is based on matching
the packet to its wing table; a wing is half of a session and one part of the bidirectional
flow. Figure 1-29 depicts an explanation of a wing in relation to a flow.

Session
Client L I
wing Source IP Destination IP Source Port | Destination Port Protocol
Server A A
wing Destination IP Source IP Destination Port |  Source Port Protocol

Figure 1-29. Sessions and wings

The card to which the NPU is assigned determines how much memory it will have to
store wings (some cards have more memory, since there are fewer components on
them). Table 1-12 lists the number of wings per NPU. Each wing has a five-minute
keepalive. If five minutes pass and a packet matching the wing hasn’t passed, the wing

is deleted.

Table 1-12. Number of wings per NPU

Card type NPUspercard ~ Wings per NPU
4x10G SRX5000 4 2 million
40x1G SRX5000 4 2 million
Flex1/0 SRX5000 2 4 million
NPC SRX3000 1 4 million

It is possible that the wing table on a single SPU can fill up, and it is a possibility in the
SRX5000 line since the total number of sessions exceeds the total number of possible
wings on a single NPU. To get around this, Juniper introduced a feature called NPU
bundling in Junos 9.6, allowing two or more NPUs to be bundled together. The first
NPU is used as a load balancer to balance packets to the other NPUs, and then the
remaining NPUs in the bundle are able to process packets. This benefits not only the
total number of wings, but also the maximum number of ingress packets per second.
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NPUs can be bundled on or across cards with up to 16 NPUs to be used in a single
bundle, and up to eight different bundles can be created.

The NPU also provides other functions, such as a majority of the screening functions.
A screen is an intrusion detection function. These functions typically relate to single
packet matching or counting specific packet types. Examples of this are matching land
attacks or counting the rate of TCP SYN packets. The NPU also provides some QoS
functions.

Data Center SRX Series Session Setup

We discussed pieces of the session setup process in the preceding two sections, so here
let’s put the entire puzzle together. It’s an important topic to discuss, since it is key to
how the SRX balances traffic across its chassis. Figure 1-30 shows the setup we will use
for our explanation.

Ingress
Interface
cp
Egress
Interface
SPU

Figure 1-30. Hardware setup

Figure 1-30 depicts two NPUs: one NPU will be used for ingress traffic and the other
will be used for egress traffic. The figure also shows the CP. For this example, the
processor handling the CP function will be dedicated to that purpose. The last com-
ponent shown is the flow SPU, which will be used to process the traffic flow.

Figure 1-31 shows the initial packet coming into the SRX. For this explanation, a TCP
session will be created. This packet is first sent to the ingress NPU, where the ingress
NPU checks against its existing wings. Since there are no existing wings, the NPU then
must forward the packet to the CP, where the CP checks against its master session table
to see if the packet matches an existing flow. Since this is the first packet into the SRX,
and no sessions exist, the CP recognizes this as a potential new session.
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Figure 1-31. The first packet

The packet is then sent to one of the flow SPUs in the system using the weighted round-
robin algorithm.

W

Each SPU is weighted. A full SPU is given a weight of 100, a combo-

mode SPU is given a weight of 60 if it’s a majority flow and a small CP,

% and a half-CP and half-flow SPU is given a weight of 50. This way, when

" the CP is distributing new sessions, the sessions are evenly distributed
across the processors.

In Figure 1-31 there is only a single SPU, so the packet is sent there.

The SPU does a basic sanity check on the packet and then sets up an embryonic session.
This session lasts for up to 20 seconds. The CP is notified of this embryonic session.
The remaining SYN-ACK and ACK packets must be received before the session will be
fully established. Before the session is completely established, the NPUs will forward
the SYN-ACK and ACK packets to the CP and the CP then must forward them to the
correct SPU, which it does here because the SPU has the embryonic session in its session

table.

In Figure 1-32, the session has been established. The three steps in the three-way hand-
shake have completed. Once the SPU has seen the final ACK packet, it completes the
session establishment in the box, first sending a message to the CP to turn the embry-
onic session into a complete session, and then starting the session timer at the full
timeout for the protocol. Next, the SPU notifies the ingress NPU. Once the ingress NPU
receives a message, it installs a wing. This wing identifies this session and then specifies
which SPU is responsible for the session. When the ACK packet that validated the
establishment of the session is sent out of the SRX, a message is tacked onto it. The
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Figure 1-32. Session established

egress NPU interprets this message and then installs the wing into its local cache, which
is similar to the ingress wing except that some elements are reversed. This wing is
matching the destination talking to the source (see Figure 1-29 for a representation of
the wing).

Now that the session is established the data portion of the session begins, as shown in
Figure 1-33 where a data packet is sent and received by the NPU. The NPU checks its
local wing table and sees that it has a match, and then forwards the packet to the SPU.
The SPU then validates the packet, matching the packet against the session table to
ensure that it is the next expected packet in the data flow. The SPU then forwards the
packet out the egress NPU. (The egress NPU does not check the packet against its wing
table; a packet s only checked upon ingress to the NPU.) When the egress NPU receives
a return packet, it is being sent from the destination back to the source. This packet is
matched against its local wing table and then processed through the system as was just
done for the first data packet.

Lastly, when the session has completed its purpose, the client will start to end the
session. In this case, a four-way FIN close is used. The sender starts the process and
the four closing packets are treated the same as packets for the existing session. What
happens next is important, as shown in Figure 1-34. Once the SPU has processed the
closing process, it shuts down the session on the SRX, sending a message to the ingress
and egress NPUs to delete their wings. The SPU also sends a close message to the CP.
The CP and SPU wait about eight seconds to complete the session close to ensure that
everything was closed properly.

Although this seems like a complex process, it also allows the SRX to scale. As more
and more SPUs and NPUs are added into the system, this defined process allows the
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Figure 1-34. Session teardown

SRX to balance traffic across the available resources. Over time, session distribution is
almost always nearly even across all of the processors, a fact proven across many SRX
customer deployments. Some have had concerns that a single processor would be
overwhelmed by all of the sessions, but that has not happened and cannot happen using
this balancing mechanism. In the future, if needed, Juniper could implement a least-
connections model or least-utilization model for balancing traffic, but it has not had to

as of Junos 10.2.
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Data Center SRX Series Hardware Overview

So far we’ve talked about the components of the data center SRX Series, so let’s start
putting the components into the chassis. The data center SRX Series consists of two
different lines and four different products. Although they all utilize the same funda-
mental components, they are designed to scale performance for where they are going
to be deployed. And that isn’t easy. The challenge is that a single processor can only
be so fast and it can only have so many simultaneous threads of execution. To truly
scale to increased performance within a single device, a series of processors and bal-
ancing mechanisms must be utilized.

Since the initial design goal of the SRX was to do all of this scaling in a single product,
and allow customers to choose how they wanted (and how much) to scale the device,
it should be clear that the SPUs and the NPUs are the points to scale (especially if you
just finished reading the preceding section).

The NPUs allow traffic to come into the SRX, and the SPUs allow for traffic processing.
Adding NPUs allows for more packets to get into the device, and adding SPUs allows
for linear scaling. Of course, each platform needs to get packets into the device, which
is done by using interface cards, and each section on the data center SRX Series will
discuss the interface modules available per platform.

What Is Performance?

A very hot firewall topic centers on performance. Is performance the maximum
throughput? Is it based on the Internet Mix (IMIX) standard? What does performance
really mean? Although the answers to these questions vary among people and organi-
zations, let’s dive to find some common ground.

The first item to examine is the throughput of the firewall. At first, it would seem like
an equitable item by which to compare devices, but there is no standard regarding what
packet size should be used when testing a firewall. Throughput s the result of the packet
rate multiplied by the packet size. When a vendor typically tests, it does so with the
maximum-sized frame for an Ethernet network, typically 1,514 bytes. If the vendor
tests with packets, it is doing the testing without the Ethernet header, but it only makes
sense to count the Ethernet header since it has to go into the device so that the packet
can ride on top of it.

There is a 20-byte gap between packets, consisting of an 8-byte preamble and a mini-
mum of 12 bytes of packet gap. So, when testing a firewall, this is added to the overall
throughput. This additional 20 bytes is not a matter of cheating, butit has to be counted
since it takes up space on the wire. Add these 20 bytes to the 1,514-byte packet and it
becomes 1,534 bytes. And at the end of the packet is a 4-byte CRC, making the packet
1,538 bytes.

Now, again, this may seem insignificant, but it is often overlooked when a customer
looks at the performance of a firewall. It’s often thought that if 1 Gbps of data is being
transferred on the wire, that is actually 1 gigabit of data per second. In fact, for every
1,538 bytes on the wire frame, only 1,460 bytes of it can be data.
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Let’s also consider performance definitions when using TCP. For TCP to be a reliable
protocol, it has to send acknowledgments after it receives a certain amount of data. By
default, this is one ACK packet for every four full data packets. So, if the data rate is at
millions of packets per second, that’slots of empty packets that the device has to process
that do not contain any data. So, when thinking about throughput with TCP, there is
a greater chance to get less-than-expected throughput.

Sometimes using large packets is good because it shows the maximum possible
throughput of the device, and it’s good to know the total capacity of the device. But
then the question comes up: how will the device perform in a real-world network? The
best way to determine the average packet size on a network is to use analysis tools or
look at switch-packet counters. One number that is often thrown around is the IMIX
number. The IMIX average packet size is 386 bytes, which was determined based on
the average packet size on the Internet back in 2001. A lot has changed since then, but
it is still common for vendors and customers to refer to this number.

At the root of all of these performance numbers is the actual packet rate that can go
through a device, which is the maximum number of packets per second that a device
can handle. To test this, an engineer would generate 64-byte packets, being the smallest
possible valid packet size, and then, based on the determined packet rate multiplied by
the maximum packet size, the total maximum throughput could be calculated. So, it’s
always best to ask a firewall vendor how to achieve the maximum possible rates on its
device.

This is so important because any network device can only process so many packets per
second. Think of this as the number of workloads per second that the device can com-
pute. Any network device is nothing more than a computer, and for each packet that
it receives, it needs to execute a series of tasks on it. The longer it takes to execute these
tasks, the higher the latency. The more operations it has to process, the fewer packets
it can process. A firewall has to validate that it has the correct attributes and that the
packet is in state, and if it matches an existing session it has to name a few of those
operations it has to perform. To put that in simple terms, this is how a firewall device
operates. So, firewall customers should come to the purchasing table with all of the
correct data from their network and then work with the vendor to best determine the
capabilities of the vendor’s platform.

Before leaving this sidebar, in regard to throughput testing let’s talk briefly about the
concept of the jumbo frame. A jumbo frame is a frame that is larger than the standard
1,514-byte frame, typically around 9,000 bytes. It is used more commonly in super-
computer environments and not on a common LAN, but it’s actually good for a vendor
to test using jumbo frames. It allows the vendor to demonstrate the maximum through-
put of the device by reducing the number of packets the device has to process by nearly
a factor of six, and just focus on the maximum throughput. One point to be aware of
is when vendors state that throughput is tested with jumbo frames. This may hint at a
limitation in terms of its packet rate.

CPS is another topic that is often discussed, because for each new TCP connection
created, three packets must be processed. This is just to establish the session, which is
magnitudes more difficult than passing packets from an existing session, because a
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firewall has many more things to check when establishing a session. When looking at
a firewall and its maximum CPS rate, think about that rate and multiply it by three.
That is the maximum number of packets the device can process for establishing
sessions.

And the other side of the new session CPS is the sustained CPS rate, or how many
sessions can be opened and closed per second. This metric isn’t often discussed, per-
haps because it is much more intensive. It requires the processing of up to nine packets
per session per second. Three packets are required to open the session, another for the
data, another for acknowledgment of the data, and then up to four packets to close the
session. Thatis a total of nine packets times the total sustained CPS. It’s a tough number
for a product to sustain.

A network architect who can think about a firewall device like this holds a lot of pow-
erful questions when talking to the vendor. These are the core concepts when talking
about performance on a flow-based device. And it’s information that will be helpful for
the rest of chapter as we look individually at the capabilities of the data center SRX
Series firewalls.

SRX3000

The SRX3000 line is the smaller of the two data center SRX Series lines. It is designed
for the Internet edge, or small to medium-size data center environments. The SRX3000
products are extremely modular. The base chassis comes with a route engine (RE), a
switch fabric board (SFB), and the minimum required power supplies. The RE is a
computer that runs the management functions for the chassis, controlling and activat-
ing the other components in the device. All configuration management is also done
from the RE.

The reason it is called a route engine is because it runs the routing protocols on it, and
on other Junos device platforms such as the M Series, T Series, and MX Series, the RE
is, of course, a major part of the device. However, although SRX devices do have ex-
cellent routing support, most customers do not use this feature extensively.

The SFB contains several important components for the system: the data plane fabric,
the control plane Ethernet network, and built-in Ethernet data ports. The SFB has eight
10/100/1000 ports and four SFPs. It also has a USB port that connects into the RE and
a serial console port. All products in the SRX3000 line contain the SFB. In fact, the
SRX3000 is the only data center line that contains built-in ports (the SRX5000 line
is truly modular, as it contains no built-in I/O ports). The SFB also contains an
out-of-band network management port, which is not connected to the data plane: the
preferred way to manage the SRX3000 line.

The SRX3400 is the base product in the SRX3000 line. It has seven FPC or flexible PIC
concentrator slots (a PIC is a physical interface card, with four slots in the front of the
chassis and three in the rear). The slots enable network architects to mix and match
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the cards, allowing them to decide how the firewall is to be configured. The three types
of cards that the SRX3400 can use are interface cards, NPCs, and SPCs, and
Table 1-13 lists the minimum and maximum number of cards per chassis by type.

Table 1-13. SRX3400 FPC numbers

Type Minimum  Maximum Install location
I/0card 0 4 Front slots

SPC 1 4 Any

NPC 1 2 Rear three

The SRX3400 is three rack units high and a full 25.5 inches deep. That’s the full depth
of a standard four-post rack. Figure 1-35 shows the front and back of the SRX3400 in
which the SFB can be seen as the wide card that is in the top front of the chassis on the
left, the FPC slots in both the front and rear of the chassis, and the two slots in the rear
of the chassis for the REs. As of Junos 10.2, only one RE is supported in the left slot.

Figure 1-35. The front and back of the SRX3400

Performance on the SRX3400 is impressive, and Table 1-14 lists the maximum per-
formance. The SRX3400 is a modular platform which includes the use of four SPCs,
two NPCs, and one IOC. So, it’s no wonder that the SRX3400 can provide up to 175,000
new connections per second, even though this is a huge number and may dwarf the
performance of the branch series. The average customer may not need such rates on a
continuous basis, but it’s great to have the horsepower in the event that traffic begins
to flood through the device.

The SRX3400 can pass a maximum of 20 Gbps of firewall throughput. This limitation
comes from two components: the maximum number of NPCs, and interfaces, which
limits the overall throughout. As discussed before, each NPC can take a maximum
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number of 6.5 million packets per second inbound, and in the maximum throughput
configuration, one interface card and the onboard interfaces are used. With a total of
20 Gbps ingress, it isn’t possible to get more traffic into the box.

Table 1-14. SRX3400 capacities
Type Capacity
PS 175,000
Maximum firewall throughput 20 Gbps
Maximum IPS throughput 6 Gbps
Maximum VPN throughput 6 Gbps
Maximum concurrent sessions  2.25 million
Maximum firewall policies 40,000

Maximum concurrent users Unlimited

As shown in Table 1-14, the SRX3400 can also provide several other services, such as
both IPS and VPN up to 6 Gbps. Each number is mutually exclusive (each SPU has a
limited amount of computing power). The SRX3400 can also have a maximum of 2.25
million sessions as of Junos 10.2. In today’s growing environment, a single host can
demand dozens of sessions at a time, so 2.25 million sessions may not be a high enough
number, especially for larger-scale environments.

If more performance is required, it’s common to move up to the SRX3600. This plat-
form is nearly identical to the SRX3400, except that it adds more capacity by increasing
the total number of FPC slots in the chassis. The SRX3600 has a total of 14 FPC slots,
doubling the capacity of the SRX3400. This does make the chassis’ height increase to
five rack units (the depth remains the same). Table 1-15 lists the minimum and maxi-
mum number of cards by type per chassis.

Table 1-15. SRX3600 FPC numbers

Type Minimum  Maximum Install location
I/0card 0 6 Front slots

SPC 1 7 Any

NPC 1 3 Last rear three

As mentioned, the SRX3600 chassis is nearly identical to the SRX3400, except for the
additional FPC slots. But two other items are different between the two chassis, as you
can see in Figure 1-36, where the SRX3600 has an additional card slot above the SFB.
Although it currently does not provide any additional functionality, a double-height
SFB could be placed in that location in the future. And in the rear of the chassis, the
number of power supplies has doubled to four, to support the chassis’ additional power
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needs. A minimum of two power supplies are required to power the chassis, but to
provide full redundancy, all four should be utilized.

Figure 1-36. The SRX3600

Table 1-16 lists the maximum performance of the SRX3600. These numbers are tested
with a configuration of two 10G /O cards, three NPCs, and seven SPCs. This config-
uration provides additional throughput. The firewall capabilities rise to a maximum of
30 Gbps, primarily because of the inclusion of an additional interface module and NPC.
The VPN and IPS numbers also rise to 10 Gbps, while the CPS and session maximums
remain the same. The SRX3000 line utilizes a combo-mode CP processor, where half
of the processor is dedicated to processing traffic and the other to setup sessions. The
SRX5000 line has the capability of providing a full CP processor.

Table 1-16. SRX3600 capacities
Type Capacity
PS 175,000
Maximum firewall throughput 30 Gbps
Maximum IPS throughput 10 Gbps
Maximum VPN throughput 10 Ghps
Maximum concurrent sessions  2.25 million
Maximum firewall policies 40,000

Maximum concurrent users Unlimited
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10C modules

In addition to the built-in SFP interface ports, you can use three additional types of
interface modules with the SRX3000 line, and Table 1-17 lists them by type. Each
interface module is oversubscribed, with the goal of providing port density rather than
line rate cards. The capacity and oversubscription ratings are also listed.

Table 1-17. SRX3000 I/O module summary

Type Description

10/100/1000 copper  16-port 10/100/1000 copper with 1.6:1 oversubscription
1G SFP 16-port SPF with 1.6:1 oversubscription

10G XFP 2 % 10G XFP with 2:1 oversubscription

Table 1-17 lists two types of 1G interface card, and both contain 16 1G interface slots.
The media type is the only difference between the modules, and one has 16 1G
10/100/1000 copper interfaces and the other contains 16 SFP ports. The benefit of the
16 SFP interfaces is that a mix of fiber and copper interfaces can be used as opposed to
the fixed-copper-only card. Both of the cards are oversubscribed to a ratio of 1.6:1.

The remaining card listed in Table 1-17 is a 2 x 10G XFP card. This card provides two
10G interfaces and is oversubscribed by a ratio of 2:1. Although the card is oversub-
scribed by two times, the port density is its greatest value because providing more ports
allows for additional connectivity into the network. Most customers will not require
all of the ports on the device to operate at line rate speeds, and if more are required,
the SRX5000 line can provide these capabilities.

Each module has a 10G full duplex connection into the fabric. This means 10 gigabits
of traffic per second can enter and exit the module simultaneously, providing a total of
20 gigabits of traffic per second that could traverse the card at the same time.

SRX5000

The SRX5000 line of firewalls are the big iron in the SRX Series, true in both size and
capacity. The SRX5000 line provides maximum modularity in the number of interface
cards and SPCs the device can utilize, for a “build your own services gateway” approach
while allowing for expansion over time.

The SRX5000 line currently comes in two different models: the SRX5600 and the
SRX5800. Fundamentally, both platforms are the same. They share the same major
components, except for the chassis and how many slots are available, dictating the
performance of these two platforms.

The first device to review is the SRX5600. This chassis is the smaller of the two, con-
taining a total of eight slots. The bottom two slots are for the switch control boards
(SCBs), an important component in the SRX5000 line as they contain three key items:
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a slot to place the RE; the switch fabric for the device; and one of the control plane
networks.

The RE in the SRX5000 line is the same concept as in the SRX3000 line, providing all
of the chassis and configuration management functions. It also runs the processes that
run the routing protocols (if the user chooses to configure them). The RE is required
to run the chassis and it has a serial port, an auxiliary console port, a USB port, and an
out-of-band management Ethernet port. The USB port can be used for loading new
firmware on the device, while the out-of-band Ethernet port is the suggested port for
managing the SRX.

The switch fabric is used to connect the interface cards and the SPCs together, and all
traffic that passes through the switch fabric is considered to be part of the data plane.
The control plane network provides the connectivity between all of the components in
the chassis. This gigabit Ethernet network is used for the RE to talk to all of the line
cards. It also allows for management traffic to come back to the RE from the data plane.
And if the RE was to send traffic, it goes from the control plane and is inserted into the
data plane.

Only one SCB is required to run the SRX5600; a second SCB can be used for redun-
dancy. (Note that if just one SCB is utilized, unfortunately the remaining slot cannot
be used for an interface card or an SPC.) The SRX5600 can utilize up to two REs, one
to manage the SRX and the other to create dual control links in HA.

On the front of the SRX5600, as shown in Figure 1-37, is what is called a craft port.
This is the series of buttons that are labeled on the top front of the chassis, allowing
you to enable and disable the individual cards. The SRX5600, unlike the SRX5800, can
use 120v power which may be beneficial in environments where 220v power is not
available, or without rewiring certain locations. The SRX5600 is eight rack units tall
and 23.8 inches deep.

The SRX5000 line is quite flexible in its configuration, with each chassis requiring a
minimum of one interface module and one SPC. Traffic must be able to enter the device
and be processed; hence these two cards are required. The remaining slots in the chassis
are the network administrator’s choice. This offers several important options.

The SRX5000 line has a relatively low barrier of entry because just a chassis and a few
interface cards are required. In fact, choosing between the SRX5600 and the SRX5800
comes down to space, power, and long-term expansion.

For space considerations, the SRX5600 is physically half the size of the SRX5800, a
significant fact considering that these devices are often deployed in pairs, and that two
SRX5800s take up two-thirds of a physical rack. In terms of power, the SRX5600 can
run on 110v, while the SRX5800 needs 220v.

The last significant option between the SRX5600 and the SRX5800 data center devices
is their long-term expansion capabilities. Table 1-18 lists the FPC slot capacities in the
SRX5600. As stated, the minimum is two cards, one interface card and one SPC, leaving
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Figure 1-37. The SRX5600

four slots that can be mixed and matched among cards. Because of the high-end fabric
in the SRX5600, placement of the cards versus their performance is irrelevant. This
means the cards can be placed in any slots and the throughput is the same, which is
important to note since in some vendors’ products, maximum throughput will drop
when attempting to go across the back plane.
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Table 1-18. SRX5600 FPC numbers

Type Minimum  Maximum Install location
FPCslotsused 1 (SCB) 8 All slots are FPCs
1/0 card 1 5 Any

SPC 1 5 Any

SCB 1 2 Bottom slots

In the SRX5800, the requirements are similar. One interface card and one SPC are
required for the minimum configuration, and the 10 remaining slots can be used for
any additional combination of cards. Even if the initial deployment only requires the
minimum number of cards, it still makes sense to look at the SRX5800 chassis. It’s
always a great idea to get investment protection out of the purchase. Table 1-19 lists
the FPC capacity numbers for the SRX5800.

Table 1-19. SRX5800 FPC numbers

Type Minimum  Maximum Install location
FPCslotsused 2 (SCBs) 14 All slots are FPCs
1/0 card 1 n Any

SPC 1 n Any

S(B 2 3 Center slots

The SRX5800 has a total of 14 slots, and in this chassis, the two center slots must
contain SCBs, which doubles the capacity of the chassis. Since it has twice the number
of slots, it needs two times the fabric. Even though two fabric cards are utilized, there
isn’t a performance limitation for going between any of the ports or cards on the fabric
(thisisimportant to remember, as some chassis-based products do have this limitation).
Optionally, a third SCB can be used, allowing for redundancy in case one of the other
two SCBs fails.

Figure 1-38 illustrates the SRX5800. The chassis is similar to the SRX5600, except the
cards are positioned perpendicular to the ground, which allows for front-to-back cool-
ing and a higher density of cards within a 19-inch rack. At the top of the chassis, the
same craft interface can be seen. The two fan trays for the chassis are front-accessible
above and below the FPCs.

In the rear of the chassis there are four power supply slots. In an AC electrical deploy-
ment, three power supplies are required, with the fourth for redundancy. Ina DC power
deployment, the redundancy is 2+2, or two active supplies and two supplies for re-
dundancy. Check with the latest hardware manuals for the most up-to-date
information.

The performance metrics for the SRX5000 line are very impressive, as listed in
Table 1-20. The CPS rate maxes out at 350,000, which is the maximum number of
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Figure 1-38. The SRX5800

packets per second that can be processed by the central point processor. This is three
per CPS multiplied by 350,000, or 1.05 million packets per second, and subsequently
is about the maximum number of packets per second per SPU. Although this many
connections per second is not required for most environments, at a mobile services
provider, a large data center, or a full cloud network—or any environment where there
are tens of thousands of servers and hundreds of thousands of inbound clients—this
rate of connections per second may be just right.

Table 1-20. SRX5000 line capacities

Type SRX5600 capacity  SRX5800 capacity
PS 350,000 350,000
Maximum firewall throughput 60 Gbps 120 Gbps
Maximum IPS throughput 15 Ghps 30 Gbps
Maximum VPN throughput 15 Ghps 30 Gbps

Maximum concurrent sessions 9 million 10 million
Maximum firewall policies 80,000 80,000

Maximum concurrent users Unlimited Unlimited
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For the various throughput numbers shown in Table 1-20, each metric is doubled from
the SRX5600 to the SRX5800, so the maximum firewall throughput number is 60 Gbps
on the SRX5600 and 120 Gbps on the SRX5800. This number is achieved utilizing
HTTP large gets to create large stateful packet transfers; the number could be larger if
UDP streams are used, but that is less valuable to customers, so the stateful HTTP
numbers are utilized. The IPS and VPN throughputs follow the same patterns. These
numbers are 15 Gbps and 30 Gbps for each of these service types on the SRX5600 and
SRX5800, respectively.

The IPS throughput numbers are achieved using the older, NSS 4.2.1 testing standard.
Note that this is not the same test that is used to test the maximum firewall throughput.
The NSS test accounts for about half of the possible throughput of the large HTTP
transfers, so if a similar test were done with IPS, about double the amount of throughput
would be achieved.

These performance numbers were achieved using two interface cards and four SPCs on
the SRX5600. On the SRX5800, four interface cards and eight SPCs were used. As
discussed throughout this section, it’s possible to mix and match modules on the SRX
platforms, so if additional processing is required, more SPCs can be added.
Table 1-21 lists several examples of this “more is merrier” theme.

Table 1-21. Example SRX5800 line configurations

Example network 10Cs SPCs  Goal

Mobile provider 1 6 Max sessions and (PS

Finandial network 2 10 Max PPS

Data center IPS 1 n Maximum IPS inspection

Maximum connectivity ~ 8flex10Cs 4 64 10 interfaces for customer connectivity

A full matrix and example use cases for the modular data center SRX Series could fill
an entire chapter in a how-to data center book. Table 1-21 highlights only a few, the
first for a mobile provider. A mobile provider needs to have the highest number of
sessions and the highest possible CPS, which could be achieved with six SPCs. In most
environments, the total throughput for a mobile provider is low, so a single IOC should
provide enough throughput.

In a financial network, the packets-per-second rate, or PPS, is the most important met-
ric. To provide these rates, two SPCs are used, each configured using NPU bundling
to allow for 10 Gbps ingress of small 64-byte packets. The 10 SPCs are used to provide
packet processing and security for these small packets.

In a data center environment, an SRX may be deployed for IPS capabilities only, so here
the SRX would need only one IOC to have traffic come into the SRX. The remaining
11 slots would be used to provide IPS processing, allowing for a total of 45 Gbps IPS
inspection in a single SRX. That is an incredible amount of inspection in a single chassis.
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The last example in Table 1-21 is for maximum connectivity. This example offers 64
10G Ethernet ports. These ports are oversubscribed at a ratio of 4:1, but again the idea
here is connectivity. The remaining four slots are dedicated to SPCs. Although the
number of SPCs is low, this configuration still provides up to 70 Gbps of firewall
throughput. Each 10G port could use 1.1 Gbps of throughput simultaneously.

10C modules

The SRX5000 line has three types of IOCs, two of which provide line rate throughput
while the remaining is oversubscribed. Figure 1-39 illustrates an example of the inter-
face complex of the SRX5000 line. The image on the left is the PHY, or physical chip,
that handles the physical media. Next is the NPU or network processor. And the last
component is the fabric chip. Together, these components make up the interface com-
plex. Each complex can provide 10 gigabits per second in both ingress and egress di-
rections, representing 20 gigabits per second full duplex of throughput.

Fabric Chip

Figure 1-39. Interface complex of the SRX5000 line

Each type of card has a different number of interface complexes on it, with
Table 1-22 listing the number of interface complexes per I/O type. Each complex is
directly connected to the fabric, meaning there’s no benefit to passing traffic between
the complexes on the same card. It’s a huge advantage of the SRX product line because
you can place any cards you add anywhere you want in the chassis.

Table 1-22. Complexes per line card type

Type Complexes
4x106G 4
40x 16 4
Flex 10C 2

The most popular IOC for the SRX is the four-port 10 gigabit card. The 10 gigabit ports
utilize the XFP optical transceivers. Each 10G port has its own complex providing 20
Gbps full duplex of throughput, which puts the maximum ingress on a 4 x 10G I0C
at 40 Gbps and the maximum egress at 40 Gbps.

The second card listed in Table 1-22 is the 41 gigabit SFP I0C. This blade has four
complexes, just as the four-port 10 gigabit card has, but instead of four 10G ports, it
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has 10 1G ports. The blade offers the same 40 Gbps ingress and 40 Gbps egress metrics
of the four-port 10 gigabit card, but this card also supports the ability to mix both
copper and fiber SFPs.

The last card in Table 1-22 is the modular or Flex IOC. This card has two complexes
on it, with each complex connected to a modular slot. The modular slot can utilize one
of three different cards:

* The first card is a 16-port 10/100/1000 card. It has 16 tri-speed copper Ethernet
ports. Because it has 16 1G ports and the complex it is connected to can only pass
10 Gbps in either direction, this card is oversubscribed by a ratio of 1.6:1.

* Similar to the first card is the 16-port SFP card. The difference here is that instead
of copper ports, the ports utilize SFPs and the SFPs allow the use of either fiber or
copper transceivers. This card is ideal for environments that need a mix of fiber
and copper 1G ports.

* The last card is the dense four-port 10G card. It has four 10-gigabit ports. Each
port is still an XFP port. This card is oversubscribed by a ratio of 4:1 and is ideal
for environments where connectivity is more important than line rate throughput.

Summary

Juniper Networks” SRX Series Services Gateways are the company’s next-generation
firewall offerings. Juniper brings the Junos operating system onto the SRX, enabling
carrier-class reliability. This chapter introduced a multitude of platforms, features, and
concepts; the rest of the book will complete your knowledge in all of the areas that have
been introduced here. The majority of the features are shared across the platforms, so
as you read through the rest of the book, you will be learning a skill set that you can
apply to small hand-sized firewalls as well as larger devices. Your journey through the
material may seem great, but your reward will be great as well. The concepts in this
book apply not only to the SRX, but to all of the products in the Junos product line.

Chapter Review Questions

1. Which of the SRX platforms can use WAN interfaces?
2. What are the Ethernet switching restrictions on the branch SRX Series?

3. What s the true cutoff limit for using a branch device in a branch and not using it
in a larger environment such as a data center?

4. The SRX5000 line seems to have “too much” performance. Is such a device needed?

5. What is the biggest differentiator between the branch SRX Series and data center
SRX Series platforms?

6. Which SRX platforms support the UTM feature set?
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. Why can’t the data center SRX Series manage the AX411 Wireless LAN Access

Point?

8. For how long a term can you purchase a license for a Junos feature?

9. What does a Services Processing Card do?

10.

What is the benefit of the distributed processing model on the data center SRX
Series?

Chapter Review Answers

1.

The SRX210, SRX240, and SRX650 can use WAN interfaces. These are part of the
branch SRX Series. As they are placed in a branch, they are more likely to be ex-
posed to non-Ethernet interfaces and need to accommodate various media types.

. Ethernet switching can only be done across the same card. It is not possible to

switch across multiple line cards. The branch SRX Series devices use a switching
chip on each of their interface modules. Switched traffic must stay local to the card.
It is possible to go across cards, but that traffic will be processed by the firewall.

. It’s possible to place a branch device in any location. The biggest cutoff typically

is the number of concurrent sessions. When you are unable to create new sessions
there isn’t much the firewall can do with new traffic besides drop it. The second
biggest limit is throughput. If the firewall can create the session but not push the
traffic, it doesn’t do any good. If a branch SRX Series product can meet both of
these needs, it may be the right solution for you.

. The SRX5800 can provide an unprecedented amount of throughput and interface

density. Although this device may seem like overkill, in many networks it’s barely
enough. Mobile carriers constantly drive for additional session capacity. In data
center networks, customers want more throughput. It’s not the correct device for
everyone, but in the correct network, it’s just what is needed.

. The data center SRX Series devices allow the administrator to increase performance

by adding more processing. All of the branch devices have fixed processing.

. As of Junos 10.2, only the branch SRX Series devices support UTM. The focus was

for a single small device to handle all of the security features for the branch. In the
data center, items such as antispam are handled by dedicated servers. In the future,
the feature may be added to the product.

. Tt doesn’t make sense for the data center SRX Series to manage the AX411 because

of the typical deployment location for the product. Although it is technically pos-
sible, it is not a feature that many people would want to use, and hence Juniper
didn’t enable this.

. The maximum length a Juniper license can be purchased for is five years.

. A Services Processing Card on the data center SRX Series enables the processing

of traffic for all services. All of the services available on the SRX, such as IDP, VPN,
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and NAT, are processed by the same card. There is no need to add additional cards
for each type of service.

10. The distributed processing model of the data center SRX Series allows the device
to scale to an unprecedented degree. Each component in the processing of a flow
optimizes the processing capabilities to allow you to add more than a dozen pro-
cessors to the chassis, with equal distribution of sessions across all of the cards.

70 | Chapter1: Introduction to the SRX



CHAPTER 2
What Makes Junos So Special?

Back when Juniper Networks set out to create the world’s best routers, it needed to
design a new hardware platform to handle extremely fast router speeds. The hardware
architecture included line cards that contained a series of application-specific integrated
circuits (ASICs), processors, and interfaces, with each card designed to act as a client
within the chassis. The main component that could control these line cards, the route
engine, was also created, and it is the hardware component that runs Junos.

Although this may not seem like such a big deal, it is; it was a huge advancement in the
state of router technology in the 1990s and it still is today. This design creates the clear
physical separation of the control and data planes; separating these two elements allows
the components to operate at their full capacity without interrupting each other. The
data plane can pass traffic at 100% of capacity while leaving the route engine (RE) to
calculate routes and manage the device. It’s at the heart of enabling extremely fast router
speeds.

Just as the forwarding and control planes were once intertwined, so, too, was the con-
trol and data plane software. All processes operated in kernel space and very little
prioritization was done. With Junos, the network operating system game changed.
Having a separate RE allowed for the running of a more robust underlying operating
system, and Junos, unlike previous network operating systems, enabled the restarting
of processes, separate user and kernel spaces, and an easier way to maintain modular
design. Again, it is a logical design today, but it was a game-changer back then.

This chapter is a primer for any administrator trying to understand what all the Junos
hoopla is about. It examines the foundations of Junos and how it works, and then
provides comparisons for those of you coming from other platforms such as ScreenOS
or IOS. It is not meant to be an extensive guide on Junos—if you need such a guide,
try the Day One booklets at http://www.juniper.net/dayone or the thorough documen-
tation at http://www.juniper.net/techpubs. We, the authors, consider learning Junos to
be a personal adventure.

And for all of you Junos router or switching heads who might be reading this excursion
into Junos security, even after years of use there is always something new to learn,
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something new you can do. Besides, any Junos knowledge you gain on the SRX Series
Services Gateway can easily be transferred to any other Junos platform.

0S Basics

The Junos operating system is unlike most firewall operating systems of the past. This
operating system is of a more modern design. It contains the characteristics of a server
and/or desktop operating system. Most firewall appliances and routers of the past used
a single OS image that contained what was known as a real-time operating system.
ScreenOS, Juniper’s original firewall platform, is an example of this, and these simpler
operating systems are great when the OS only needs to run a few different tasks. By the
way, all of the tasks in the operating system run in kernel mode, and if any of the tasks
crash, the whole system will come to a halt, as there is no process separation.

Kernel Space Versus User Space

The kernel of an operating system is no different from any other binary application that
can run on a system. The kernel, as an application, is designed to be the core of the
operating system. It handles specific system calls such as accessing hardware, or sched-
uling which processes can run and for how long. All of these tasks occur within what
is known as kernel space. Tasks that exist in kernel space have a higher priority on the
system. If something bad happens in the kernel, typically a kernel panic will occur,
bringing down the entire system.

The benefit of execution in kernel space is speed. Any task done by the kernel is given
the highest possible priority on the processor—that’s why many early networking de-
vices had everything run in kernel space. And frankly, if a device is simple enough,
process separation isn’t needed. However, when process separation isn’t used, it leaves
the system more exposed to crashes. The more tasks a kernel has to take on, the more
that can potentially go wrong.

In most modern operating systems, user processes are separated from the kernel. This
includes Junos, or any Unix-like system such as an operating system. User tasks run,
and are scheduled, by the kernel as well as by memory allocation or other user-task
access to hardware. If the user task crashes, the system continues to run, as it does not
affect the kernel.

When Junos was created, the fact that it featured process separation was quite a revo-
lution. Most networking devices at the time were plagued with crashes due to simple
issues with Simple Network Management Protocol (SNMP) or routing protocols and
the typical design at the time as a single processor providing both forwarding and
management of the platform. Based on Juniper’s design which separated the routing
and control planes, these tasks were divided onto multiple processors. This way, the
control plane would focus on controlling the device and the data plane would focus on
forwarding the device. Again, with this hardware separation, if the control plane or
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data plane were to run into an issue, it would allow the remaining component to con-
tinue to run.

The founding engineers also came up with a new programming methodology for the
product, using FreeBSD as its base. At the time, Cisco Systems’ IOS software was ex-
tremely fragmented—for each Cisco hardware product there were several versions of
10S, each with dozens of releases. It was (and still is) a major effort to determine what
features are in each release, and what release should be run on which device. This issue
was well known among the founding engineers (several were from Cisco Systems), and
they set out to correct in Junos what they saw as deficient in IOS.

FreeBSD

The Junos operating system is a derivative of the FreeBSD operating system. FreeBSD
is a descendant of BSD, or Berkeley Unix (BSD stands for Berkeley Software Distribu-
tion). This operating system was created at the University of California, Berkeley, in
1977, by Bill Joy. The original BSD was a branch off of the original AT&T Unix oper-
ating system. It also contained one of the initial deployments of the TCP/IP protocol
suite which made BSD one of the most popular operating systems on the Internet at
the time. The TCP/IP implementation in BSD is called Berkeley sockets, and today it is
still the fundamental standard for the TCP/IP implementation on modern operating
systems.

In 1992, AT&T filed a lawsuit against the company Berkeley Software Designs for the
inclusion of its source code in the BSDi fork of the BSD operating system (the BSDi
software release was one of two versions of BSD that ran on the ’386 architecture at the
time). Because of the lawsuit, BSD development between 1992 and 1994 was slowed,
and during this slowdown BSD momentum went to another kernel; eventually, another
operating system was born, known as Linux. Linus Torvalds has said that if BSD were
available on the 386 architecture, he most likely would not have created Linux.

The issue at hand with the lawsuit was the BSD license and the inclusion of the AT&T
copyrighted software. The BSD license was extremely permissive and allowed users to
do what they wanted with the software as long as they displayed the BSD license. In
1994, the lawsuit was settled, allowing for the release of 4.4BSD. This release came in
two forms: 4.4BSD-Lite and 4.4BSD-Encumbered. The 4.4BSD-Lite release contained
no AT&T source code. The final release of the original BSD OS was 4.4BSD-Lite2, from
which FreeBSD was born.

FreeBSD started off as a compilation of software from the 386BSD fork and software
from the Free Software Foundation (FSF). However, after the lawsuit hit BSD, FreeBSD
was reengineered from 4.4BSD-Lite. The goal of FreeBSD is to provide an operating
system free from any restrictions, to allow users to take the OS and its source code and
use it as they see fit. Users can modify and use the code without having to share it—
this is a key reason that Juniper and other enterprises, such as Apple, chose to use
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FreeBSD as the core of their operating systems, because anyone can take it and develop
it without constraints.

When Juniper started to create its first product, the M40e Multiservice Edge Router,
it needed an OS. As the device’s heavy lifting was done on the data plane, all of the data
traffic processing was done on the Internet Processor (IP or I-Chip). But to allow users
to manage and run dynamic routing protocols, an OS needed to run on the separate
control plane. Because Juniper was more focused on the routing side of the house and
less on creating hard disk drivers and other OS basics, FreeBSD was chosen as the base
OS. It allowed Juniper to use this already existing and robust OS without restraints,
and frankly, since Juniper was founded in Silicon Valley, the OS was very familiar to
most of the computer and networking engineers in the area.

Today most organizations choose Linux as their base OS, often because their developers
are familiar with the Linux environment. When Juniper chose BSD as its base OS, Linux
was still extremely new and was not as robust as BSD. Also, Linux has a very different
licensing model, and Juniper was interested in crafting BSD to meet the needs of its
router—it wasn’t designing a server, but an OS to run processes relating to system
control and management. To accomplish this, kernel modification is required, and
under the BSD license, the kernel can be modified freely. In Linux, there are licensing
challenges to accomplish this; if the source code is modified, the modifications must
be shared back with the community. Although this is done by design so that new fea-
tures can be shared with the community, it doesn’t quite protect a company’s intellec-
tual property.

Over the 10-plus years that Juniper has been making Junos, it has been heavily modi-
fying it from its BSD past, but Juniper continues to utilize advancements in FreeBSD
within Junos, as this chapter will attempt to point out, including the porting of BSD’s
symmetric multiprocessing (SMP) capabilities into the Junos kernel.

Process Separation

One of the key features of Junos is the process separation of the OS. Because of its
design, and the fact that it is a FreeBSD derivative, Junos allows for the separation of
tasks into various processes. For example, the routing daemon is its own process, called
routing protocol daemon (RPD). Figure 2-1 illustrates an example of Junos process
separation.

The challenge for a router or any network device is that it must remain operational.
The device must be able to pass traffic at all times without service interruption, and
because of this tolerance, a router or network device needs to be very robust. When
Junos was brought to market this was not the case—a common reason routers of the
time crashed wasn’t due to forwarding traffic, but rather to routing protocols, SNMP,
or other services performed by the router. A mishandled SNMP query, or an unrecog-
nized bit in a protocol packet, often crashed routers, since they didn’t have process
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Figure 2-1. Junos process separation
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separation. In the case of Junos, if a process were to crash, it would core dump and
another instance of the process would start in its place.

A core dump is the current memory space for a process at the time it
crashed. Dumping this information allows a developer to look into what
W caused the process to crash. Itis called a core dump instead of a memory
" dump because memory used to consist of magnetic cores.

This is applicable to every service that is provided on the Junos control plane. It’s also
possible for a user to restart a process if needed. Process separation provides assurance
that the administrator has total control over the system. Again, since Junos is a Unix-
like OS, all of the power that comes in a Unix-like operating system also comes inside
Junos.

Development Model

When Juniper Networks set out to create Junos, it wanted to break the mold of the
incumbent in the router market space, and the incumbent was Cisco Systems. Cisco’s
1OS software has a very fragmented development model, with each Cisco device having
several active versions and each version having several feature releases. This matrix of
releases was the result of Cisco’s driving attempt to make its customers happy, and
quick releases to solve hot issues for customers or add new features as quickly as pos-
sible. The intentions were right, but the result was a messy codebase and a lot of
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confusion. When the engineers at Juniper were deciding how to develop their software,
they came up with what would later be called the One Junos model.

The One Junos model is threefold: one OS, one release, and one architecture (see
Figure 2-2).

One OS means one OS is developed across all of the available platforms. It’s a powerful
statement, but it is often contested. Ideally, all Junos devices are built from a single
codebase; this means from a copy of the Junos source tree a working build for any
product can be made. There are some points of argument around this, as we will discuss

shortly.
DoooEo

Q308 Q408 Q109 Q209 Q309 Q409

Figure 2-2. Junos release model

One release refers to the standard release cycle of Junos, which provides a predictable
delivery date for software so that customers can understand when a release is going to
come out and plan accordingly. Junos is released quarterly, in the middle of the month
that falls in the middle of the quarter. It has been delivered consistently for more than
10 years, and is often delivered early. And when the release comes out, it is for all Junos
platforms at the same time.

The Junos Release Train

Each Junos release has the following naming scheme: MAJ.MIN(T)R.B. This breaks
down into MAJ for major release, MIN for minor release, R for release number, and B
for build. T stands for the type of release, which can be R for release, which is the typical
Junos release; B for beta; or S for service release. Each new release starts as an R1 and
then continues throughout the release’s life cycle. The number of R releases depends
on the life cycle of a release.

The first three releases in a calendar year are supported for nine months after they are
released. This means that new R releases providing bug fixes will be provided as needed.
There are at least three releases per release. The last release in a year, which comes out
in November, is supported for three years after the release comes out. At the end of the
support cycle for a release, no new patches will come out for that release. If a user
attempts to call in for support, the customer service organization will take calls for an
end-of-support release; however, no new patches or updates will be offered for an end-
of-support release. The customer will be requested to upgrade to a newer release if a
bug is identified.
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Adding New Features

The Junos operating system is a shared codebase across all product lines. This means
that if a feature is added into the codebase, it allows any product to inherit the feature,
as shown in Figure 2-3.

Using Figure 2-3, let’s consider a few examples of how this works. The first example is
an extension to Border Gateway Protocol (BGP), which would start on the M Series
Multiservice Edge Routers, T Series Core Routers, and MX Series 3D Universal Edge
Routers in Junos 10.0R1. In Junos, new features are added only in an initial R1 release.
When a new feature is developed, the feature is typically available only in the originating
platform; then, at the next R1 release, other platforms are allowed to utilize the feature.
This lag is for performing quality assurance (QA): each platform utilizing a feature must
go through a complete feature testing cycle before it can be included in the product.

Series SRX
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R Data Center

MX b ,-""5__ ‘::' ' ....................
Series { Y ; i
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Figure 2-3. Feature migration example

Another example is importing a common feature into a product. Here there are two
aspects to consider. The first is whether it is a control plane feature or not, because
fundamentally, all features that run on the RE or control plane can run on any other
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device’s control plane. The restrictions are processing, memory, and need. Some branch
SRX Series products, for example, contain VoIP features that run on the control plane.
This feature is not available on the MX Series simply because it doesn’t make any sense
for the control plane on an MX Series router to be a voice gateways; it is outside the
scope of the product. If the MX Series router were to offer such a feature, it would need
to be much more scalable than just running the feature on the control plane.

The second aspect to consider is whether the data plane is capable of performing the
feature. This aspect is discussed in more detail in the next section, but the diagram in
Figure 2-3 shows Junos using what is called the one architecture approach. All of the
code is written in such a way that the underpinnings of the hardware are hidden from
the developers. This means that when a feature is written, the development of it is
platform-agnostic, which makes it easier to get features running on products that have
different data planes.

Data Plane

Each Junos product series can have radically different data planes. For example, MX
Series routers and the data center SRX Series, although sharing a majority of the hard-
ware, work very differently inside the box because the packet flow is processed differ-
ently in the hardware, and even some additional hardware is called into use. The goal
for Junosis to present a common configuration and interface to the two different devices
where possible.

Each product series has specific targets and markets in mind when they are developed,
so the data plane hardware may be different. As we discussed, the MX Series router
and data center SRX Series devices share all of the hardware between the two devices,
but the difference is that the SRX is a 100% flow-based device. This means all traffic
processed in the SRX is looked at and inspected on a flow-based level. The entire stream
of data is looked at and each packet is related to each other.

In the case of the MX, it is, by default, a packet-based device, and it optionally can use
Multiservices DPCs (MS-DPCs, which are the same thing as SPCs on the data center
SRX Series). An MX is designed to be an Ethernet services router and the SRX is a
services gateway. Both use the same hardware, yet in fundamentally different ways.

Because the hardware on the platforms is different, the underling software driving the
data plane must be different. This has been the same development model that has
existed for Junos since the very beginning. To make it easy for developers, Juniper uses
the one architecture model to provide an abstraction layer above the hardware. This
way, the platform engineers can write code that drives the features for the specific
platform when new chipsets and processors come out without disrupting the actual
implementation of the feature in its abstracted layer.
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Junos Is Junos Except When It's Junos

Since its launch, Junos has migrated from running on just the M40e Multiservice Edge
Router to running on well over a dozen platforms. This has brought criticism about
whether Junos is still the pure software that Juniper promotes it to be; if there is only
one Junos, why are there so many releases to download? To address these concerns,
consider the following.

Remember first that many of these platforms’ control planes and data plane processors
run on completely different CPUs and processors than other devices. The branch SRX
Series control plane runs on a MIPS64 processor, the SRX5000 line of services gateways
runs on Intel, and the SRX3000 line runs on the PowerPC processor. Each of these is
very different from the other. The original source code is the same, but it is compiled
into different builds to suit the platform.

Junos could do what Microsoft Windows does to cover the differences in underlying
hardware: provide a single multigigabyte DVD or USB image to allow customers to
load each release from a single Junos. This would be fairly impractical for devices with
limited compact flash, however, and the majority of the room would be wasted on
packages that the platform would not need. (Besides, who wants to insert a DVD into
their switch to upgrade the software?)

Remember, too, that the data plane on the majority of the platforms is different. The
branch SRX Series and data center SRX Series products share a majority of the under-
lying code, but they run it on very different processors. A branch SRX Series device has
only one or two processors, whereas a data center SRX Series device can have upward
of 50. This is very different, requiring the code to be built in different ways, even though
the flow features come from the same codebase. It is in Juniper’s best interest to main-
tain the smallest possible codebase. The smaller the codebase, the easier it is to imple-
ment new features and the quicker it is to resolve bugs.

Finally, Junos is one of the few software development models that provides regular
software releases on a driven schedule. This is an extremely hard feat to accomplish,
but it is done with the customer in mind. It is done to provide a consistent stream of
new features, a consistent support model around releases, and an easy-to-understand
model for customers to determine which release to run and what they will get out of
that release. Some customers choose to be bleeding-edge, others choose to run as far
behind as possible. Either way, it’s all about providing customers a choice for what is
best for them.

Coming from Other Products

For most people, Junos is not their first adventure in working with a network operating
system. Because of this, some assistance is needed when transitioning to the product.
To become an expert in a product is not to just be able to configure a few items, but to
know how a product is going to react in nearly any situation. It’s a skill that takes years
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to master, and since versions change and new hardware is launched, the job is never
complete.

Because of this, there is always a concern when switching to a new platform. “Will I
lose all of my knowledge? Has all of this gone to waste?” This is something that goes
beyond the love of a product; it goes to the individuals’ careers and their ability to
support their families. Taking on a new product is a challenge, and there is always a
new learning curve.

The important part to focus on is the difference between the old product and the new
product. For the most part, routing protocols are the same across all devices. The com-
mands will be different, but the underlying concepts are the same. It’s important not
to lose sight of the fact that many skills can be carried over from other products into
Junos.

This section is dedicated to looking at three major firewall platforms and what can be
taken from them when moving into Junos. It also discusses major differences between
the platforms and how to migrate knowledge between them. In some cases, there will
not be a parallel comparison between the platforms, but the important features will be
noted.

Screen0S

The ScreenOS platform comes from NetScreen Technologies. It was designed as an
ASIC-based firewall running a custom operating system. ScreenOS at the time was
revolutionary for including an ASIC to speed up traffic processing and for including
the concept of security zones. A security zone is a logical construct that contains one
or more interfaces, and zones are used to create a direction between two different areas
of the network. Traditionally, up until this time, policies were created only by using IP
addresses and ports. By breaking up policies into these contexts, NetScreen provided
for a simplified management infrastructure.

Because ScreenOS was the previous (acquired)-generation security product from Juni-
per Networks, the SRX Series and its Junos operating system are looked at as the next-
generation version of ScreenOS. For some, there is mild confusion when transitioning
between the two platforms. ScreenOS and Junos share some similarities with respect
to concepts, but it tends to end there.

The ScreenOS operating system runs a very simplistic “real-time” operating system. All
processes and tasks run in kernel space. There is no separation of processes within
ScreenOS, so if any one component were to fail, the entire operating system can crash,
and because the OS is required for session setup, the entire device is lost. The benefit
of the design of the ScreenOS software is that everything can happen very quickly, since
it is executed directly in the kernel.

But the major cons of the design outweigh its advantages. The real reason for the design
of the OS was because, at its inception, processors and memory were not as capable as
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they are today. Making a cost-effective appliance with a small footprint was just not
possible on the hardware of the time. Besides, most of the heavy lifting was done by
the ASIC, which was really the gem of the ScreenOS platform’s design.

ScreenOS originally focused on the command-line interface (CLI) as its primary man-
agement interface, but later introduced a simple web UI to manage the device that
entered the CLI commands on behalf of the user. The CLI had similarities to Cisco’s
IOS in its usage, which is understandable, since IOS was the most popular network
operating system on the market and it made sense to follow its lead.

ScreenOS provides the traditional operational mode and configuration mode that most
network operating systems provide. Operational mode allows users to retrieve infor-
mation and configuration mode allows users to modify the device’s configuration. All
changes in configuration mode are made effective immediately.

ScreenOS changed the firewall market because of its appliance design, fast
performance, and ease of use. It also utilized stateful firewall technology, which at the
time was a major advancement. The more popular products of the time were proxy-
based firewall solutions, very few of which are popular today. Other major firewall
products at the time were not as easy to use, nor did they offer the performance that
ScreenOS did. Many firewall products required an underlying OS, such as Solaris, HP-
UX, and even Windows NT 4.0. ScreenOS allowed the administrator to take the ap-
pliance out of the box and literally be ready to go in minutes.

Because of ScreenOS’s ease of use and its long existence in the marketplace, its usage
has become extremely popular around the world. Because the SRX is also from Juniper
Networks, there is an expectation that it would be a descendant of ScreenOS, but rather,
the SRX products use the Junos operating system. Junos is vastly different from
ScreenOS, as it is of a modern OS design and extremely modular. The next chapter
talks in depth about how to use Junos; the remainder of this chapter is dedicated to
assist users who are coming from ScreenOS and how to ease into using Junos.

One of the most beloved features of ScreenOS was the web UI. This helped adminis-
trators use the platform right away, because they did not need to know how to use the
product. Underlying ScreenOS is a complete command-line-driven interface, and the
web Ul simply created the appropriate CLI commands for the user.

Junos operates in a similar manner, as all the configuration elements are primarily
handled in the CLI. On top of this, devices run a web management tool called J-Web.
The J-Web interface allows users to manage Junos in a similar manner. The biggest
difference is that Junos was originally designed as a CLI-driven operating system, and
many tools and options are provided inside the Junos command line that simply are
not available in any other network operating system. Because of this flexibility, most
Junos users tend to lean toward using the CLI. This may seem like a strange concept
at first, but it is something that rings true with Junos. Either way, both the CLI and
J-Web are available.
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If you are coming from ScreenOS, there are a few items that will typically get in your
way of getting started.

First, configuring something on Junos requires more commands than it would on
ScreenOS, due to the hierarchy-based configuration of Junos. An example of this is a
security policy. In ScreenOS, you can configure a security policy in a single command.
In Junos, it takes two commands, because Junos needs a match and then a stanza,
showing the device what to match in the policy and then what to do if a match is made.
Because these commands are in two different stanzas, two commands are required.

The Junos configuration is designed to be extremely flexible and not to change once a
stanza is added into a release, which means the configuration needs to be extremely
extensible. Due to its extensibility, the commands require extra commands to add
configuration. To compensate for this, Junos allows users to enter the command hier-
archy much like they would when changing a directory. Once users are inside a hier-
archy, they only need to enter local commands. This reduces the number of words that
users need to enter per command (we will cover this in more depth in Chapter 3).

Both systems use the set command to enter information into the configuration. In
ScreenOS, the get command is used to display operational information, and Junos uses
the show command, similar to 10S.

Another quirk from the ScreenOS user’s point of view is the size of the Junos operating
system installation file. Junos is a full-fledged operating system with a BSD core, so the
release file includes all of the various daemons, libraries, and utilities. The ScreenOS
image is a single binary file, and since ScreenOS does not have process separation,
everything runs quite compactly. The stability gained when using Junos is well worth
the additional size of the file.

Both Junos and ScreenOS can be managed side by side using the Network and Security
Manager (NSM) tool. NSM provides an abstraction that can be shared across both
platforms. Users who currently utilize NSM will get a similar experience across both
ScreenOS and Junos.

10S and PIX 0S

The Internetwork Operating System (IOS) was often considered the gold standard for
network operating systems, and it is why ScreenOS shares many similarities with IOS.
IOS is the primary OS for the majority of Cisco’s devices, though several new devices,
such as the Nexus series switches and the CRS product lines, use newer-style operating
systems.

IOS uses a simple model of commands. The command line can operate in two modes:
operational and configuration. In operational mode, the show command displays op-
erational information. The administrator can then enter configuration mode and enter
configuration commands. Unlike ScreenOS and Junos, the command is simply entered
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without the need for using set. Most Cisco administrators utilize the command line
for administration on these devices.

Moving to Junos from an IOS device has the same challenges as moving from ScreenOS.
Most users who migrate between platforms are overwhelmed by the more detailed
command set in Junos. As mentioned earlier in this chapter, although this is challenging
at first, it ends up becoming a benefit because so many other types of devices run Junos
and they have the same command sets.

The majority of users who migrate from a Cisco firewall product to Junos will migrate
from a Cisco PIX or ASA platform, which, effectively, share the same operating system.
Originally, the PIX operating system ran much like IOS with all executions running in
kernel mode, which is the same design as ScreenOS and other network operating sys-
tems of the time. Later versions of PIX OS, such as 8.0 and later, run a Linux kernel for
the OS, and a combination of some of the older PIX OS technologies.

Both the old and new versions of PIX OS share a similar command-line infrastructure.
The OS utilizes the traditional operational mode and configuration mode design for
device management. Since Cisco purchased the company Network Translation, it has
moved the CLI to be more I0S-like, easing administrators’ transition between the two
platforms.

A strength of the PIX platform is the included GUI tool called the PIX Device Manager
(PDM). The PDM is a Java-based tool that allows for full administration of the device
as well as built-in troubleshooting. This tool is extremely strong and allows for nearly
anyone to jump into the platform. For those who rely on this tool solely to manage the
device, migrating to Junos may be more difficult, as ]-Web does not provide a one-to-
one feature set.

Again, if you are one of these users, be sure to read Chapter 3 before jumping into the
big Junos pool.

Check Point

The Check Point firewall was one of the largest game changers in firewall history. It
came along at a time when most people believed a firewall was nothing more than a
piece of wood inside a wall. Check Point led the stateful firewall revolution and com-
peted with proxy firewalls. Check Point came out with the concept of a stateful firewall
and this has become the industry standard over proxy firewalls. As the industry requires
ever-faster performance, the market has become increasingly comfortable with stateful
technologies.

The Check Point firewall is a software solution. It has the flexibility of not being tied
to a specific hardware platform. Originally, Check Point was very popular on Solaris,
HP-UX, and Microsoft Windows NT 4.0. Over time, it became cumbersome to patch
the various base operating systems and, in the event of a disaster, rebuild them. In
response to this, several vendors began to come out with appliance-based systems that
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could run Check Point. The appliances ran an easy-to-manage operating system and
often provided an on-box web Ul to manage the device. Today, Check Point offers its
own OS, Secure Platform, which is Linux-based and can be run on any x86 hardware
as well as on the company’s own series of appliances.

The premier technology for Check Point is its management platform. The Windows-
based GUT has set the bar for management on any network device. The GUT allows for
configuration, log viewing, reporting, and real-time monitoring. The GUI is often the
most compelling reason to use Check Point. And because of this, Check Point can be
one of the most difficult firewalls from which to migrate.

The Check Point software system does provide a command line, but it is only used in
certain situations. The majority of the configurations are done through the GUI tool
base. Because Junos is command-line-driven, it can be very shocking to migrate over
to Junos. There are two solutions to the migration. The NSM tool is the legacy man-
agement option for all of the Juniper Networks products, and it provides a single con-
sole to manage all of the various devices that are manufactured by Juniper.

The next-generation tool that will slowly replace NSM is called Junos Space. The Junos
Space software is a modular system that is designed to manage all of Juniper’s devices.
The difference between Junos Space and NSM is that Junos Space provides a greater
abstraction from the configuration. We will discuss the capabilities of the two platforms
in Chapter 13, along with Junos automation.

Although moving from a GUI-based world to the Junos platform that is CLI-driven can
seem like quite a feat, it is actually empowering. Trust us. All of the authors of this book
have done it, and we are all now firm believers. The advanced capabilities of Junos
expose administrators to a larger space of products and technologies that can help
them, in turn, to expand their careers. Today, someone administering an SRX device
can easily move over to a switch or even the largest routers in the world. This book will
help you learn Junos, and learn the SRX well through Junos, if you want to make a true
investment in time and learning.

Summary

The Junos operating system is an advanced modern operating system that is designed
for both today’s and tomorrow’s needs. The thought put into the structure of Junos
provides a robust implementation that allows for the addition of new features without
compromising stability. In this chapter, we discussed the basics of the Junos operating
system because to learn an operating system, sometimes you just have to touch its
various capabilities. We wanted to provide you with an understanding of what makes
Junos tick and how to migrate, as we all did, to what we think is a superior platform
running a superior operating system.

In the next chapter, you’ll get a hands-on crash course in Junos. To supplement that
knowledge, you may want to check out the many online training tools designed to teach
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users about Junos. You may want to start with Junos Central, at http://junos.juniper
.net/. Also, some free Day One Junos booklets might help (http://www.juniper.net/day
one). Finally, check out the O’Reilly series, Juniper Networks Technical Library, at
http://www.juniper.net/books. A new O’Reilly book titled Junos Fundamentals: The
JNCIA (scheduled for publication in November 2010) covers Junos for first-time users.

By the way, since Junos has new releases coming out every quarter, new features, ca-
pabilities, and even products are always on the horizon. It’s best to check online for
the latest on Junos at http://juniper.net.

Chapter Review Questions
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. Whatis an OS kernel?

. What OS is Junos based upon?

. What are the names of the two planes in the Junos operating system?
. What is the benefit of separating processes?

. How many Junos releases are there in a year?

. How many software trains are there in Junos?

. What is the only release that contains new features?

. Why are there different builds of Junos for each release?

. What is the primary method for managing Junos?

. Can features created on one Junos device be shared with another Junos device?

Chapter Review Answers

1.

An operating system’s kernel is responsible for managing the system. It controls
access to the hardware and the scheduling of running tasks.

. Junos is derived from the FreeBSD operating system. This was done because

FreeBSD contained all of the basics, such as hardware support, process separation,
and a robust kernel. Its license also allowed for Juniper to utilize the code without
paying royalties.

. The two planes in the Junos operating system are the control plane and the data

plane. The control plane is responsible for managing the system and running rout-
ing protocols. The data plane processes network traffic.

. Separating processes out of the kernel allows the processes to be managed indi-

vidually. In the event that a process crashes, the rest of the system will continue to
run and will not be affected while that process restarts.

. There are four Junos releases per year. One release is provided in the middle month

of each quarter.
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6. Junos is built on only a single train of software. Each device uses the same source
codebase to build its image.

7. Each R1 release of software contains new features. The remaining R1 releases only
contain bug fixes.

8. Each Junos platform contains different data plane chipsets and often different
control plane processor types. Because the binary images are different, a separate
release is needed. Also, some platforms may have features that others don’t, based
upon the deployment location of the platform.

9. Junos is primarily a command-line-managed device. All of the configuration is
stored in the command line. Tools such as J-Web, NSM, and Junos Space allow
for management through a GUI interface if the administrator desires to use them.

10. Since the source codebase is shared among all of the platforms, it’s possible to
enable features developed on one platform to be used on another. Junos is written
with a single architecture, meaning that the underlying hardware is abstracted from
the actual feature code. Features are enabled as needed based upon the deployment
of the device.
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CHAPTER 3
Hands-On Junos

This chapter is designed as a jumpstart for users who are getting into Junos for the first
time. It is by no means meant to be a complete primer on Junos and all of its various
features; rather, it is intended to provide administrators who are new to Junos with
enough tools to get started on the SRX Series—and hopefully provide long-time Junos
users with a few new tips that are specific to the SRX.

If you’re coming from another network operating system such as IOS or ScreenOS, this
chapter will get you started in Junos.

Introduction

The command-line interface (CLI) is the premier way to manage the Junos platform,
and for the majority of its existence, the CLI has been the only way to manage Junos.
Lately, Juniper Networks has created an abundance of great tools designed to enable
customers to manage the platform via other management tools, including Junos Space,
the Network and Security Manager (NMS), and Junos automation techniques. We will
discuss these and other management tools in other chapters of this book. This chapter
provides a tour of the Junos CLI, and how to jump right in.

Why promote the CLI? First, no matter which tool you use to manage Junos, the tool
will always be represented in the CLI. So, it’s important to have an understanding of
the CLI, configuration output, and how the CLI works. This will give you a better
understanding of what is going on inside the Junos device, no matter which manage-
ment method you decide to use.

Second, for years the CLI has been the management tool of choice among the world’s
largest service providers, because they have learned that the CLI contains many built-
in tools and tricks to assist in configuration management. Remember that Junos is a
Unix-line operating system, and Unix is the master of text processing, which means
these tools are used well here. Administrators who are familiar with using shells and
pipes (]) will quickly see how Junos contains these same tricks. For those without this
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experience, it’s the perfect time to learn. Learn the Junos CLI, and it becomes a trip
through Unix, programming, and pure access to the network.

Junos provides administrators with so many levels of access to configure and monitor
their devices. Even the default configuration for Junos is extremely deep and provides
administrators with a great deal of control regarding how they want traffic to operate
as it passes through a device. This can be thought of as programming the network.

There is a good side and a bad side to this level of depth. The bad side is that it can put
users too far away from being able to use the product. In fact, starting off with Junos
has proven to be a bit too daunting for some beginning users; fortunately, Juniper
Networks has listened to this and responded by providing more clarified documenta-
tion, books, and management tools such as J-Web and Junos Space.

The good news is that once administrators get their minds wrapped around Junos,
using it opens new doors. Since Junos runs on several different platforms, it allows
administrators to use their acquired knowledge across any Junos platform, whether it
is a router, switch, firewall, or something else. As your Unix skill set expands, you will
have full access to the underpinnings of Junos, allowing you access to a complete un-
derstanding of how the system works. It also opens up users to learning programming,
whether via Junos automation or by working with the Junos SDK. There’s a vast dif-
ference between configuring your devices and programming the network, and by learn-
ing Junos via the CLI, you’ll be closer to the latter, or at least to understanding how it
can be done.

Driving the Command Line

You can connect into the Junos CLI in numerous ways. You can access the device via
aserial port, Telnet, or secure shell (SSH). When users connect to the Junos device they
are placed into the CLI by default. The CLI for Junos is a custom shell that is built into
the device.

A shell is a command-line interpreter that accepts commands from the user and then
executes specific tasks based on the commands. The CLI is a custom-written shell
designed to allow very effective interactive access to monitoring and configuring Junos.
The name of the binary is called cli and it is stored in the /usr/sbin directory on the device.

Because Junos is based on BSD, its most powerful administrative user is named root.
The root user is the only default user on a Junos device. When logging in as root the
user is given access to the BSD side of Junos. This allows unlimited access to the file-
system, configuration files, and binaries.

To learn more about how the FreeBSD side of Junos works, please ref-
erence The Complete FreeBSD: Documentation from the Source by Greg
s Lehey (O’Reilly). The book is considered a masterpiece and provides
" amazing detail regarding the underpinnings of FreeBSD.
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The root user has access to all of this because the root user is placed into what is known
as the C shell or csh. This is the default shell of FreeBSD. There are times when using
csh is helpful in administering the device, but typically csh is for advanced users.

The root user can access the Junos CLI by executing the command cli. This will give
the root user access to all of the Junos functions of the system. The CLI binary, much
like other Unix shells, provides the user with many built-in features, such as command-
line completion, help, and output redirection, all of which are included in this chapter’s
overview. All users other than root will have their shell access default to the CLI instead
of csh, and later in this chapter we will discuss some of the secrets of what CLI access
has to offer.

Operational Mode

When you first log in to the system you are presented with the CLI.

The initial mode that you see in the CLI is what is called operational mode. This mode
provides you with access to run operational commands that enable the display of the
state and status of the device. It is in this mode that most users identify what is hap-
pening on the device, and perform troubleshooting, as opposed to configuration. The
commands in operational mode fall into one of several categories, as listed in Table 3-1.

Table 3-1. Operational command classification

Type Commands Description
View/change state show, clear, Provides information about the current status of components in the
monitor system. Also allows the user to reset the state of some system
components.
Configuration configure, save, Allows access to and manipulation of configuration elements of the
set, load system.
Diagnostics ping, mtrace, Diagnostic commands that provide device and network accessibility
traceroute, test, testing of the system.
restart, op, start
Documentation help Provides access to all of the Junos documentation right from the
command line.
Remote administration ~ ssh, telnet Allows the user to connect to other remote systems.

This diverse command set offers you a venerable tool chest to work with on the Junos
device. Throughout this chapter, and indeed this entire book, we will use these com-
mands in correlation with real working examples for actual on-box troubleshooting
and monitoring.
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Variable Length Qutput

Most elements in Junos allow for several levels of informational output to be displayed,
allowing you to choose what you want to see and how you want to see it. A perfect
example of this is the output for interfaces on a device; in this scenario, many stats are
associated with each interface, and if only one command output was available, it would
require a literal cruise through the ocean of information to get the information you
needed.

Because of the depth of information that can be provided per command, Junos comes
with four levels of depth, as highlighted in Table 3-2.

Table 3-2. Output command options

Command Description

terse Shows the smallest amount of information for the command; for example, showing the output as a list of
elements

brief Shows each output element plus some additional details regarding each element

detail Shows the majority of the information about each known element

extensive  Shows all known information on each displayed element

Although this may seem like too many options for displaying output, it places you in
control, with the ability to choose the right amount of information at the right time.
Throughout this book, you’ll find that the CLI is designed to be the single source man-
agement solution for the SRX Series, and such flexibility is the key to providing the
right amount of information when you need it.

Passing Through the Pipe

In Unix, there is a concept called standard streams. A stream is a channel that allows
for the input or output of data. It’s a fundamental concept that has been used in Unix-
like operating systems since their inception. The idea is that there are three basic
streams: standard input, standard output, and standard error. The groundbreaking
concept that Unix provided was the fact that each of these is abstracted from its actual
source. For example, output could be sent back to the command line, or to a file, and
the implementation would be the same. This abstraction is very powerful, as the input/
output (I/O) streams could be sent in the same manner, no matter what type of source
or destination was involved.

This still applies in the case of Junos. You can use the special pipe or pipeline character
(]) at the end of any Junos command, allowing you to redirect the standard output or
output from any command to one of several other commands. These commands can
manipulate the output, limit the output, and even redirect the output to a file. We will

show various examples of the use of | throughout this chapter and throughout this
book.
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Seeking Immediate Help

Documentation has always been a big part of any computing system, but providing
documentation to the end user at the command line gives Unix an advantage, for the
user does not have to look through various paper manuals to identify commands and
options. Since Unix, and Unix-like operating systems, including Junos, are primarily
command-line-driven, and there tend to be many commands, users need a simple
method to look up information right from their access terminal. In 1971, Ken Thomp-
son and Dennis Richie wrote the original manpages for the Unix operating system.
These were single-page documents that could be accessed directly from the command
line, giving users a complete level of documentation at their fingertips.

Manpages stem from the man command used to access them, and they document several
aspects of a Unix system. They provide documentation for each command, system call,
C language library function, and several other topics. Because Unix contained so much
information, and it was accessed from a single command line, this simplified method
of accessing the information was heralded.

When Junos was launched, the Internet was still small, compared to today. Users often
needed access to documentation for Junos and had a few different places to turn. They
could access the Junos documentation online, on CD-ROM, in printed manuals, or
right from the command line. Junos documentation is written in the DocBook format.
This format allows for simple cross-format publication from a single source. This pro-
vides more consistency across the documentation, as well as simple distribution. Junos
command-line documentation was, and still is, popular due to its quick accessibility
and level of depth.

You can access the help command from either operational mode or configuration mode.
The help command contains a few options. The help reference command shows a
summary for a specific configuration statement. The help topic command provides
information on a topic. Here is an example of each:

100t@SRX210-A> help reference security screen-security
screen (Security)

Syntax
screen {
ids-option screen-name {
alarm-without-drop;
icmp {

flood {
threshold number ;

}
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fragment;

ip-sweep {
threshold number ;

}

--snip--

100t@SRX210-A> help topic firewall filter term
Configuring Firewall Filter Terms

Each firewall filter consists of one or more terms. To configure a term,
include the term statement at the [edit firewall family family-name filter
filter-name] hierarchy level:

[edit firewall family family-name filter filter-name]

term term-name {
...match-conditions ...
...actions

}

For IPv4 traffic, configure the filter terms at the [edit firewall family
--snip--

In this example, the reference and topic options are shown. Each provides a different
level of information on topics. Since there are so many available commands, it’s also
possible to search through the commands using the help apropos command. This
command allows you to search through the text in all of the statement names and help
strings. So, if you were looking for a command, help apropos would provide informa-
tion around those specific topics quite easily:

100t@SRX210-A> help apropos flow
clear security flow

Clear flow information
clear services dynamic-flow-capture

Clear dynamic flow capture information
clear services flow-collector

Clear services flow collector information
clear services flows

Remove established flows from flow table
show interfaces flow-statistics

Show security flow counters and errors
show route protocol <protocol> flow

Locally defined flow route
show route flow

Show flow routing information
--snip--

In this example, all of the commands that match the flow option are shown (the output
was trimmed for length). It’s very helpful in terms of finding that one specific command
you’re looking for to accomplish a particular task.
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On the screen, or in logs, you may encounter various strange messages. Often you may
want to look up what a log means. You can do this using the help syslog command.
This command can show you what the message means and the variables that are within
the command:

root@SRX210-A> help syslog | match LINK

CHASSISD_FASIC HSL_LINK_ERROR chassisd detected F-chip link error
CHASSISD_FCHIP_HSR_INIT_LINK ERR High-speed receiver (HSR) link initialization
CHASSISD FCHIP HST INIT LINK ERR High-speed transmitter (HST) link

CHASSISD FCHIP_LINK ERROR chassisd detected F-chip link error

CHASSISD MULTILINK BUNDLES ERROR chassisd could not create link bundles for PIC
COSD_MULTILINK CLASS CONFLICT Multilink class configuration exceeded limit

RPD_ISIS LSPCKSUM IS-IS link-state packet failed checksum tests
RPD_ISIS OVERLOAD IS-IS link-state database is full
RPD_LMP_RESOURCE_NO_LINK rpd could not find TE link for resource
RPD_LMP_TE_LINK TE-1link operation failed

RPD_LMP_TE LINK INDEX rpd could not allocate TE-link index
RPD_RSVP_BYPASS DOWN RSVP link-protection bypass was terminated
RPD_RSVP_BYPASS UP RSVP link-protection bypass was established
SNMP_TRAP_LINK DOWN linkDown trap was sent

SNMP_TRAP_LINK UP linkUp trap was sent

VRRPD_LINK LOCAL ADD MISMATCH Link local address was incorrect

100t@SRX210-A> help syslog SNMP_TRAP_LINK_ DOWN

Name: SNMP_TRAP_LINK_DOWN

Message: ifIndex <snmp-interface-index>, ifAdminStatus <admin-status>,
ifOperStatus <operational-status>, ifName <interface-name>

Help: linkDown trap was sent

Description: The SNMP agent process (snmpd) generated a linkDown trap because
the indicated interface changed state to 'down'.

Type: Event: This message reports an event, not an error
Severity: warning
Facility: LOG_DAEMON

100t@SRX210-A>

In this example, the user is looking for the SNMP_TRAP_LINK_DOWN message. Since there
are so many different types of syslog messages, the | match LINK option is used. This
filters through all of the syslog messages and finds ones that contain the word link.
Then the command help syslog SNMP_TRAP_LINK DOWN is used to display the informa-
tion on the log message.

When attempting to use commands in either operational or configuration mode, you
can use the ? prompt to ask the command line what the next possible options are. You
can do this after every command and it is extremely useful. It can guide you through
the command hierarchy and then right to the command you need:

root@SRX210-A> show interfaces ?
Possible completions:

<[Enter]> Execute this command
<interface-name> Name of physical or logical interface
ge-0/0/0
ge-0/0/0.0
--snip--
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root@SRX210-A> show interfaces ge-0/0/0 ?
Possible completions:

<[Enter]> Execute this command

brief Display brief output

descriptions Display interface description strings
detail Display detailed output

extensive Display extensive output

media Display media information
routing-instance Name of routing instance

snmp-index SNMP index of interface

statistics Display statistics and detailed output
switch-port Front end port number (0..15)

terse Display terse output

| Pipe through a command

root@SRX210-A> show interfaces ge-0/0/0 brief

Physical interface: ge-0/0/0, Enabled, Physical link is Down
Link-level type: Ethernet, MTU: 1514, Speed: 1000mbps, Loopback: Disabled,
Source filtering: Disabled, Flow control: Enabled, Auto-negotiation: Enabled,
Remote fault: Online

Device flags : Present Running Down
Interface flags: Hardware-Down SNMP-Traps Internal: 0x0
Link flags : None

Logical interface ge-0/0/0.0
Flags: Device-Down SNMP-Traps Encapsulation: ENET2
Security: Zone: untrust
Allowed host-inbound traffic : dhcp tftp

100t@SRX210-A>

Each command in Junos can provide tab or space completion. As you are typing com-
mands, the appropriate or approximate command is automatically chosen for you. In
many Unix shells, the Tab key is often used for completion, and you can use it here as
well. However, the space bar completion in Junos is nice, because each command and
its options have spaces between them. So, as you are typing the command it is being
completed for you:

root@SRX210-A> sho<space>int<space>ter<space> #becomes

100t@SRX210-A> show interfaces terse

Interface Admin Link Proto Local Remote
ge-0/0/0 up  down

ge-0/0/0.0 up  down

--snip--

100t@SRX210-A>

Configuration Mode

The other mode in which to operate the Junos CLI is configuration mode. In configu-
ration mode, you can make configuration changes to the device. Configuration mode
is extremely versatile in the methods it allows you to use. Junos was designed to manage
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configurations comprising thousands of lines directly from the CLI, so in today’s world
of GUISs, this may seem like a Herculean task, but it’s why the most common way to
manage configuration is through the CLI.

To enter configuration mode from operational mode, you simply use the command
configure. You will know you are in configuration mode because the prompt will end
with # (instead of >, which indicates operational mode). As an alternative, you can use
the hidden command edit, which is allowed because it is also used heavily throughout
configuration mode.

There are actually several types of configuration modes. Each mode provides you with
a different level of access into the configuration.

The default mode is shared mode. This means the configuration you are editing is shared
among all of the other users on the device. When the configuration is finally made
active, all of the users’ changes will be made active.

You can also request exclusive access to the configuration by using the command con
figure exclusive. This means only that user can gain access to the configuration, and
no one else can edit it. You can gain exclusive access only when no other users have an
active configuration.

Alternatively, you can request a private configuration. This gives you a configuration
that will not show other users’ changes. If you choose to apply this configuration, it
will not reflect any other changes made by others, but if another user makes a config-
uration change and applies it before the private configuration is applied, the previous
changes will be lost.

No matter which way you request the configuration, you gain access to what is known
as a candidate configuration. The candidate configuration is a copy of the currently
running configuration. It’s a scratch pad that you can use to modify the configuration.
With Junos, the configuration is not applied until it is actually committed. This differs
from other operating systems, where the configuration is applied immediately. We will
discuss this commit model in more detail in the next section of this chapter.

Configuration mode is based on a hierarchical model. It allows you to step through the
configuration in a fashion similar to filesystem directories on your laptop, as shown in
Figure 3-1.
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Configuration Root

Sys:em Security Pmt:}cnls
— Name-server — Flow OSPF
— Syslog —| Zones BGP
— Login — Policies ISIS
— Services

Figure 3-1. Configuration hierarchy example

This hierarchy allows you to enter and exit various areas of the configuration. It pro-
vides the benefits of restricting the scope of the command space and the size of the
configuration that needs to be viewed. Here’s an example:

100t@SRX210-A# set security zones security-zone Tester interfaces ge-0/0/0
#HiVery long command

[edit]
ro0t@SRX210-A# edit security zones security-zone Tester
#HHtentering the security zones security-zone Tester hierarchy
[edit security zones security-zone Tester]
100t@SRX210-A# set interfaces ge-0/0/0
#i#short command
[edit security zones security-zone Tester]
100t@SRX210-A# show
interfaces {

ge-0/0/0.0;
}

#HHrunning the show command displays only the local configuration.

In Junos configuration mode, instead of using cd to change directories and move
through the hierarchy, you can use the edit command. As shown in the previous CLI
example, you would use the command and then specify where in the hierarchy you
want to be placed. From that position in the hierarchy, all commands are prefaced with
the position in the hierarchy. So, instead of typing set security
zones security-zone Tester interfaces ge-0/0/0, you simply type set
interfaces ge-0/0/0 and the rest of the command is assumed, due to the position in
the configuration tree. This is a great feature for reducing command length and sim-
plifying management.
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Another Junos trick comes into play when viewing the configuration. When you issue
the show command to view the configuration, you will only see what is under that
hierarchy. Although this restricts the current view of the configuration, it provides you
with a clear view of exactly what you want to see, and it’s a huge advantage when you
are editing large security policies or routing configurations.

Once you are inside a hierarchy, you can easily go up or down it. To go farther into the
hierarchy you can use the edit next-step command, and it will take you into the next
step of the configuration. Transversely, you can use the up command to go one step up
in the configuration. Lastly, the top command takes you to the top of the configuration
tree. Here’s a sample:

[edit]
ro0t@SRX210-A# edit system services ssh

[edit system services ssh]
r00t@SRX210-A# show
root-login allow;

[edit system services ssh]
T00t@SRX210-A# up

[edit system services]
r00t@SRX210-A# show
ssh {

root-login allow;

}
telnet;
web-management {
http {
interface vlan.o;
}
https {
system-generated-certificate;
interface vlan.o;
}
}

[edit system services]
root@SRX210-A# edit web-management http

[edit system services web-management http]
100t@SRX210-A# show
interface vlan.o;

[edit system services web-management http]
r0o0t@SRX210-A# top

[edit]
100t@SRX210-A#

You add and remove configuration changes using the set and delete commands. The
set command adds the command to the configuration hierarchy. The delete command
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removes the command from the configuration hierarchy. Of course, the final changes
to the configuration are not made active to the device until the configuration is com-
mitted. When deleting parts of the configuration it’s possible to delete entire stanzas.
For example, if you use the command delete interfaces, the entire interfaces stanza,
no matter how long it is, will be deleted. This is much better than having to delete each
line individually. It’s also possible to use the wildcard delete command, which allows
you to delete certain sections under a stanza while leaving the others intact:

[edit]

r00t@SRX210-A# wildcard delete interfaces ge-*

matched: ge-0/0/0
Delete 1 objects? [yes,no] (no)

Here, only the interfaces starting with ge- will be deleted and the rest will be left as is.
Note that Junos also asks you to confirm whether the deletion is OK. It’s possible to
use regular expression patterns to match the configuration, with the great advantage
that you can remove only specific parts of the configuration.

Another common task is the need to rename a part of the configuration—for example,
a security policy, where you want to change the policy’s name because the function has
changed. In other systems, you might be forced to delete the policy and then add it
back into the configuration, but you can save time and reduce mistakes by copying the
data to a file and then importing it, as shown in the following output:

[edit security policies from-zone trust to-zone untrust]
ro0t@SRX210-A# rename policy trust-to-untrust to policy allow-outbound

[edit security policies from-zone trust to-zone untrust]
100t@SRX210-A# show
policy allow-outbound {
match {
source-address any;
destination-address any;
application any;

then {
permit;
}

}

[edit security policies from-zone trust to-zone untrust]
100t@SRX210-A#

You can also manipulate the configuration by using pattern matching replace through-
out the configuration; this is a helpful procedure when migrating configurations to new
interface cards. The action is simple to do, but its effects are profound:

[edit]
root@SRX210-A# replace pattern ge-0/0/1 with ge-5/0/0
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This command replaces all of the entries of ge-0/0/1 with ge-5/0/0 in the configuration
so that you don’t have to find them all. A similar feature called copy takes one config-
uration stanza and duplicates it to another one:

[edit]
root@SRX210-A# copy interfaces ge-0/0/0 to ge-0/0/2

Here, all of the statements under ge-0/0/0 are replicated under ge-0/0/2. This prevents
you from having to type out each element by hand, or copy and paste it back into a
terminal.

You can view the configuration with the show command, which displays the current
configuration relative to your position in the hierarchy. Much like when using the
edit or set command, the show command also lets you display a specific area in the
configuration:

[edit]
100t@SRX210-A# show
## Last changed: 2010-08-08 06:55:57 UTC
version 10.2R1.9;
system {

host-name SRX210-A;

root-authentication {

encrypted-password "$1$04rMECKV$mhN/bfMtioInhQHtfhSka/"; ## SECRET-DATA

name-server {
208.67.222.222;
208.67.220.220;

}
[edit]
root@SRX210-A# show security
nat {
source {
rule-set 1 {
from zone A;
to zone B;
rule 1 {
match {
source-address 0.0.0.0/0;
) }
--snip--
[edit]

root@SRX210-A#t show security | display set

set security nat source rule-set 1 from zone A

set security nat source rule-set 1 to zone B

set security nat source rule-set 1 rule 1 source-address 0.0.0.0/0
--snip--

[edit]
100t@SRX210-A#
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The default method to display a configuration is to show it as a hierarchy. The config-
uration is displayed using brackets to show blocks of the configuration and semicolons
to display the end of a statement. This is akin to C code. Displaying it in this manner
makes the configuration easy to follow, but it is different from the commands that are
entered to actually apply the configuration. Because of this, Junos offers the ability to
modify the output with the | display option. The most commonly used option is
set, which displays the list of configuration elements as set statements, as you saw in
the previous output. These are the exact commands that you would type into the CLI
to configure the device. Note that there are several other display options, and we will
discuss them throughout this chapter.

Often, you may want to run operational commands inside configuration mode, perhaps
to see what is already configured or to check the status of something on the device.
This is possible to do by invoking the run command, which you can run when you need
to commit the configuration to make it active. Switching between operational and
configuration modes would be very tough to do while maintaining an effective work-
flow without the use of the run command:

[edit]
100t@SRX210-A# run show interfaces terse
Interface Admin Link Proto Local Remote
ge-0/0/0 up down
ge-0/0/0.0 up down
gr-0/0/0 up up
ip-0/0/0 up up
1sg-0/0/0 up up
1t-o0/0/0 up up
mt-0/0/0 up up
Commit Model

Junos offers a flexible model for you to decide when a new configuration should be
active, and it’s called the commit model. The concept comes from revision control sys-
tems which are used for software version control, whereby you edit the configuration
(as shown previously) and then, once the configuration is complete, you commit it to
the system. Upon commit, several things happen.

First, the configuration is validated by using a commit check. A commit check reviews
the configuration for any syntax errors or disallowed statements. It’s a sanity check to
ensure that a bad configuration is not installed. It’s also possible to issue a commit
check manually by using the commit check command. If an error is encountered, Junos
responds and specifies where the error occurs and what the error is.

[edit]
root@SRX210-A# set interfaces fe-2/0/3.0 family inet filter input bad-filter

[edit]
100t@SRX210-A# commit
[edit interfaces fe-2/0/3 unit 0 family inet]
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"filter'
Referenced filter 'bad-filter' is not defined
error: configuration check-out failed

[edit]

r00t@SRX210-A#
In the preceding output, a commit error is highlighted. The configuration was attempt-
ing to reference a firewall filter that did not exist and the commit check provided an
error which prevented the configuration from being installed. The hierarchy in which
the error occurred was returned to the user, [edit interfaces fe-2/0/3 unit 0 family
inet], so it is easy to track down from where the error was issued. In some cases, a
warning is thrown instead that is similar to the error warning, but allows the configu-
ration to be committed because the configuration will still work and will not cause a
major episode.

When a configuration is committed a few other steps are applied, too. Junos groups
enable you to create a configuration part, and then apply it to the configuration. You
can do this as a single element or across multiple elements. During the configuration
commit, the group elements are rolled into the configuration as it is being prepared to
be committed.

Another feature in Junos is the commit script. A commit script allows you to validate
and modify the configuration according to your rules as to what will throw an error or
awarning in the configuration—for example, if one of your devices were to accidentally
delete all of the interfaces in the configuration. Although this is a perfectly legal option
in Junos, it might take the other administrators by surprise when the network goes
down.

Lastly, once the configuration is ready to be committed, it is broken down into the
various daemons and systems within the device that accept the configuration. Some
items, such as the BGP configuration, go off to the RPD process, while the firewall
policy is pushed to NSD on the control plane, and then pushed down to the data plane.
The statements in the configuration are broken out into stanzas not only to facilitate
device configuration, but also to enable Junos to easily break the configuration apart
and then push it to the various daemons that are responsible for processing it.

When a configuration is committed to the device, only the delta is actually committed.
This means the change between the existing configuration and the changes made by
the administrator are applied. Here’s an example:

[edit]
root@SRX210-A#t show | compare
[edit interfaces fe-2/0/3]
+ unit 0 {
family inet {
filter {
input bad-filter;
}

+ o+ o+ 4+ o+
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[edit]
100t@SRX210-A#

Here, the administrator used the show command to display the current configuration
and then redirected the command’s output using the pipe character (|) to the compare
operation. This is the same type of capability that is used on revision control for soft-
ware. The output of the show | compare command is the same as the Unix diff com-
mand. It is using a plus sign, +, to show the lines that were added to the configuration;
if lines were removed, a minus sign, -, would be used.

[edit]

root@SRX210-A# show | compare

[edit system]
- host-name SRX210-A;

[edit]
100t@SRX210-Att

Because only the differential is committed, it is less intensive on the system, and less
disruptive. In some cases, you might have configurations that are several hundred
thousand lines long, and if it were completely committed it would have a major impact
on the system. Sometimes a complete recommit of the configuration is required, and
in those instances, you can use the hidden command called commit full when you need
to force the entire configuration back down to the device. This command is also useful
in cases where the committed configuration is not being correctly read or the device is
not acting right. However, use it with caution, as it may impact the device and poten-
tially cause an outage for the duration of the commit.

Each time a user commits a configuration the previous version is archived. These ar-
chived configurations are versioned and kept for future comparison and even rollback.
Depending on the Junos platform, it will keep anywhere from 5 to 50 archived config-
urations. Let’s use a query to see the archival configs:

[edit]
ro0ot@SRX210-A# rollback ?
Possible completions:

<[Enter]> Execute this command

0 2010-05-05 14:16:22 UTC by root via cli
2010-05-01 04:26:34 UTC by root via cli
2010-04-30 07:03:28 UTC by root via cli
2010-04-30 06:25:59 UTC by root via cli
2010-04-30 06:14:46 UTC by root via cli
2010-04-30 06:10:34 UTC by root via cli
Pipe through a command

— U1 B WN R

root@SRX210-A# rollback 4
load complete

[edit]
root@SRX210-A#t show | compare
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[edit system]

+ host-name SRX210-SUPER;
[edit system services]

- ssh;

[edit]
100t@SRX210-A#

In the preceding output, rollback version 4 is loaded as the candidate configuration.
Then, as was done before, the loaded rollback configuration is piped to compare and
perform a diff between the loaded configuration and the running configuration. The
output shows that in this case the loaded configuration’s hostname was SRX210-
SUPER, and if the configuration were to be committed it would overwrite the current
hostname. Also, the line set system services ssh would be deleted, as noted by the
- symbol.

It’s also possible to compare the current configuration against a rollback configuration
or even a configuration file:

[edit]

root@SRX210-A# show | compare rollback 4
[edit system]

+ host-name SRX210-SUPER;

[edit system services]

- ssh;

[edit]
100t@SRX210-A#

[edit]

root@SRX210-A# show | compare old-configuration.txt
[edit system]

+ host-name SRX210-GOOD-OLD-CONFIG;

[edit system services]

+ ssh;

[edit]
100t@SRX210-A#

At any time when you’re working with the configuration it’s possible to
discard all of your changes and move back to the original candidate
W configuration. To do this, use the rollback 0 command from configu-
" ration mode. This is helpful when you want to move back to the original
configuration without having to delete all of the changes.

By default, when an administrator commits a configuration it is done at the time the
command is executed. But it’s also possible to schedule a commit. Scheduling the
configuration for commit is useful if you need several different devices to be activated
at the same time. Your commit can be scheduled for one minute into the future or even
days in advance. At a minimum, the hour and minute need to be specified using the
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format hh:mm with h being the hour and m being the minute. The full syntax of the time
is yyyy-mm-dd hh:mm[ :ss] with seconds and the date being optional:

[edit]
r00t@SRX210-A# commit at ?
Possible completions:
<at> Time at which to activate configuration changes
[edit]
root@SRX210-A# commit at 2010-08-08 18:30:00

If you need to clear the pending commit for whatever reason, use the following opera-
tional command:

r00t@SRX210-A> clear system commit
warning: discarding uncommitted changes
Pending commit cleared

{primary:nodeo}
100t@SRX210-A>

When a commit is issued it is logged to the messages logfile as well as the commit log.
This logs the user who committed the configuration and the time at which it was com-
mitted, and is a great tool when you need to track which user modified the configuration
and when. But when you want to track specific information about a change, such as
the reason for the change or the change control number, it’s possible in Junos to add
a comment to a commit:

[edit]
root@SRX210-A# commit comment "Finished big changes”
configuration check succeeds

commit complete

[edit]
root@SRX210-A# exit
Exiting configuration mode

syntax error, expecting <command>.
r00t@SRX210-A> show system commit

0  2010-05-05 16:10:48 UTC by rcameron via cli
Finished big changes

2010-05-05 14:16:22 UTC by root via cli
2010-05-01 04:26:34 UTC by dburt via cli
2010-04-30 07:03:28 UTC by root via cli
2010-04-30 06:25:59 UTC by bwoodberg via cli
2010-04-30 06:14:46 UTC by root via cli

v W N R

100t@SRX210-A>

In this example, the commit command was run, and then the comment flag along with a
string encapsulated in double quotes was added. The string can contain up to 512
characters, allowing for almost chatty comments to be used when committing a con-
figuration. To show the commit log you use the operational command show system
commit, which will show the last commits based on the total that are supported on the

104 | Chapter3: Hands-On Junos



platform. Here, a Juniper Networks SRX210 Services Gateway was used, so the device’s
maximum of six is shown.

When your commit is issued in configuration mode, you will remain in configuration
mode after the new configuration is applied. Often, the administrator would rather exit
configuration mode after committing the configuration, so if this is your preference,
you can exit and commit in one step, instead of making the commit exit a two-step
process:

[edit]
root@SRX210-A# set system host-name SRX210-TEST

[edit]

ro0t@SRX210-A# commit and-quit
commit complete

Exiting configuration mode

100t@SRX210-TEST>

The only additional item you need to add at the end of the commit command is and-
quit. Upon completion of a successful commit, you’ll be returned to operational mode,
as noted by the different prompt.

The crown jewel of the commit feature is commit confirmed. This feature allows the
administrator to commit a configuration and then force the validation that the commit
worked as expected. By default, a typical commit takes effect, and if you accidentally
modify the configuration in such a way that it causes a negative effect on the device,
the change will be permanent until the correct configuration is applied. This may cause
an outage, and may even disconnect you from the device.

To prevent the unfortunate accident of an outage, commit confirmed forces you to com-

mit twice. The first commit applies the configuration to the device and the second

commit validates that you are satisfied with the changes. If a second commit is not

issued the configuration is automatically rolled back to the previous release, a safeguard

for when you might get disconnected from the terminal due to a configuration error;

the device will reset itself to the previous configuration, restoring your access.
root@SRX210-TEST> edit

Entering configuration mode
The configuration has been changed but not committed

[edit]
root@SRX210-TEST# set system host-name SRX210-A

[edit]
100t@SRX210-TEST# commit confirmed ?
Possible completions:

<[Enter]> Execute this command

<timeout> Number of minutes until automatic rollback (1..65535)
and-quit Quit configuration mode if commit succeeds

comment Message to write to commit log

| Pipe through a command
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[edit]

root@SRX210-TEST# commit confirmed

commit confirmed will be automatically rolled back in 10 minutes unless confirmed
commit complete

# commit confirmed will be rolled back in 10 minutes
[edit]

100t@SRX210-A# commit

commit complete

[edit]

ro0ot@SRX210-A#
By default, commit confirmed has a 10-minute rollback window; the configuration will
be automatically rolled back after 10 minutes if you don’t commit for a second time
within the 10 minutes. It’s possible to change the timer and set it from between 1 and
65,535 minutes. You can also issue a comment and/or quit after the first commit.

The Junos commit model provides a robust method for applying configurations to a
Junos device, including a versioning model that keeps several copies of the configura-
tion to allow for a history of configuration changes and the ability to roll back to them
if needed. Using commit confirmed enables you to roll back the configuration automat-
ically in case there is an issue with the device. These and many other CLI features are
the result of feedback regarding users’ experiences with other network operating sys-
tems; the Junos engineers used that feedback to create the robust Junos operating
system as it exists today.

Restarting Processes

Restarting a process in Junos allows the device to refresh its configuration or fix the
process if it is stuck. Typically, you do not need to restart a process; however, in some
circumstances you may need to restart a process, such as when the process is stuck at
100% utilization, which is sometimes caused when Junos tracing options are set to
show every debug message. Restarting processes only applies to the control plane, not
the data plane.

To look at the currently running processes, use the show system processes command.
This command utilizes the underlying ps or “process status” BSD command. There are
several variants of the command, but perhaps the most interesting is show system
processes extensive, as shown here:

root@SRX210-A> show system processes extensive

last pid: 27309; load averages: 1.02, 1.03, 1.01 up 22+05:42:10 14:18:22
127 processes: 16 running, 100 sleeping, 11 waiting

Mem: 147M Active, 89M Inact, 532M Wired, 148M Cache, 112M Buf, 55M Free
Swap:
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PID USERNAME THR PRI NICE  SIZE RES STATE C TIME WCPU COMMAND
1060 root 4 76 0  491M 49700K select 0 611.7H 96.19% flowd_octeon_hm
22 root 1171 52 oK 16K RUN 0 430.4H 81.20% idle: cpuo
24 root 1 -20 -139 0K 16K RUN 0 744:02 0.00% swi7: clock
5 root 1 -84 0 oK 16K rtfifo 0 213:09 0.00% rtfifo_kern_recv
23 root 1 -40 -159 oK 16K WAIT 0 74:50 0.00% swi2: net
1092 root 1 76 0 12256K 5856K select 0 44:42 0.00% utmd
1065 root 1 76 0 4220K 1788K select 0 42:31 0.00% license-check
1077 root 1 76 0 14172K 4872K select 0 40:37 0.00% 12ald
1047 root 1 76 0 2612K 1228K select 0 24:54 0.00% bslockd
1099 root 1 76 0 15420K 9236K select 0 22:35 0.00% snmpd
45 root 1 -16 0 oK 16K psleep 0 22:31 0.00% vmkmemdaemon
1051 root 1 76 0 7064K 3356K select 0 18:41 0.00% alarmd
1112 root 1 4 0 0K 16K peer s 0 17:33 0.00% peer proxy
26 root 1 -16 0 oK 16K - 0 13:31 0.00% yarrow
1076 root 1 4 0 38152K 19512K kqread 0 12:44 0.00% rpd
1057 root 1 76 0 13776K 4644K select 0 12:12 0.00% pfed
1094 root 2 76 0 10144K 4332K select 0 11:48 0.00% wland
1050 root 1 76 0 28088K 13656K select 0 11:15 0.00% chassisd
1100 root 1 76 0 25172K 8948K select 0 9:42 0.00% dcd

Here you can see the status of all the current processes. Ideally, you would want to look
for all processes that have a high CPU utilization and are stuck, except for the flowd
process on the branch SRX Series platform, as it runs on one or more cores in a tight
loop (a tight loop means the process is constantly running and ready to process packets).
A process that may have issues is chassisd, as you can see in this example.

Now the process will be restarted. The command name may not tie to the process name
exactly, but it represents the name of the process. In the case of chassisd, it is called
chassis-control:

r0o0t@SRX210-A> restart chassis-control ?
Possible completions:

<[Enter]> Execute this command

gracefully Gracefully restart the process
immediately Immediately restart (SIGKILL) the process
soft Soft reset (SIGHUP) the process

| Pipe through a command
{primary:nodeo}
root@SRX210-A> restart chassis-control gracefully
Chassis control process started, pid 27310

{primary:nodeo}
100t@SRX210-A>

Most processes allow for three separate options when restarting: gracefully, immedi-
ately, and soft. A graceful restart tells the process to complete its current task, and then
restart (this is also the default option if one is not specified). A soft restart tells the
process to restart after it has completed its tasks and its child process has done the
same. An immediate restart stops the process immediately and starts a new process in
its place; you should use this option only if a process is stuck at a high level of utilization.
(That’s why implementing an immediate restart is also known as killing a process.)
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Killing a process or restarting a process can affect your running platform. These effects
vary based on the process, but if chassisd is killed, the control plane can lose commu-
nication with the chassis. So, when restarting processes, it’s best to ensure the outcome
of the event. For the most part, the process will gracefully restart and things will con-
tinue to work well. That’s the benefit of having process separation: being able to restart
individual processes without impacting the rest of the running system.

Junos Automation

Junos can have all of its output displayed in XML. XML is used to describe data. For
instance, when you read “1234 Easy Street” it’s easy to determine that this is the street
address of a house. Now there isn’t anything that tells you that it is an address, but it’s
simply assumed because it’s a format that you are familiar with. To a computer there
are no assumptions. Although it’s possible for a computer to try to determine what that
text means, there are better ways to do it.

One of these methods uses XML. By using XML, you create the encapsulation of data
between XML tags, and the tags that surround the data specify its meaning:

<address>
<first-name>Juniper</first-name>
<last-name>Networks</last-name>
<house-number>1194</house-number>
<street-name>North Mathilda</street-name>
<city>Sunnyvale</city>
<state>CA</state>
<zip-code>94089</zip-code>

</address>

Here a client can read in the data and have context for what each piece of data repre-
sents. The same capabilities are available in Junos:

1r00t@SRX210-A> show version
Hostname: SRX210-A

Model: srx210h

JUNOS Software Release [10.2B1.9]

root@SRX210-A> show version | display xml
<rpc-reply xmlns:junos="http://xml.juniper.net/junos/10.2B1/junos">
<software-information>
<host-name>SRX210-A</host-name>
<product-model>srx210h</product-model>
<product-name>srx210h</product-name>
<jsr/>
<package-information>
<name>junos</name>
<comment>JUNOS Software Release [10.2B1.9]</comment>
</package-information>
</software-information>
<cli>
<banner></banner>
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</cli>
</rpc-reply>

100t@SRX210-A>

Here, the same command is executed twice. The first time is the typical Junos command
and output, and the second shows the output as XML. To do this the command show
version | display xmlis used and the | display xml modifier transforms the output
to XML. The output doesn’t look like it has much value to humans, but computers eat
it up. The XML can be parsed by off-the-box scripts to provide analysis. And Junos
uses these XML capabilities in several ways and provides several ways to utilize it. Two
remote APIs can be used to connect and talk to the device: Junoscript and NETCONF.
On-box Junos automation can also be used.

Junos automation is accomplished via a series of tools that enable you to customize
Junos in very powerful ways. It’s something that all users of Junos should take
advantage of, and we discuss it in this book to help you automate SRX functions. We
will cover Junos automation in detail in Chapter 13.

Junos Configuration Essentials

Logging in to a command line for the first time can be a daunting task. You stare into
a black-and-white terminal, and a seemingly infinite combination of commands are
staring back—it can be extremely difficult. All users of Junos or Unix start out this way,
and soon enough they become nimble on the CLI.

This section is one of two that will show you some of the basic techniques you can use
if you’re starting out on the Junos command line with your SRX device.

The first thing you need to do is begin to configure the device. All Junos devices come
with some base configurations. In this section, we will ignore the base configurations
and instead discuss the important base configuration elements. This should help you
to understand how to get the device up and running with base configuration settings.

System Settings

When you configure a Junos device many options are used system-wide. These system-
wide options are set in the system stanza. Several dozen configuration settings are in
the system stanza, and here we’ll cover the most important ones that you need to con-
figure for a typical Junos deployment.

N

For further information on these and other configuration options, please
review the Junos CLI tech doc references (http://www.juniper.net/tech
~ Qs pubs) or the free Day One booklets (http://www.juniper.net/dayone).
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Before you can commit a configuration, the root user must have an authentication
method configured. When a Junos device ships the root password is empty. The ad-
ministrator can log in as root (the only default user that’s configured) without a pass-
word. Upon the first commit on the device one of the authentication methods must be
configured.

[edit system]

root@SRX210-A# set root-authentication ?

Possible completions:

+ apply-groups Groups from which to inherit configuration data

+ apply-groups-except Don't inherit configuration data from these groups
encrypted-password  Encrypted password string

load-key-file File (URL) containing one or more ssh keys
plain-text-password Prompt for plain text password (autoencrypted)
> ssh-dsa Secure shell (ssh) DSA public key string
> ssh-rsa Secure shell (ssh) RSA public key string

[edit system]

ro0t@SRX210-A# set root-authentication plain-text-password
New password:

Retype new password:

[edit system]
ro0t@SRX210-A#

As you can see, you can use four different methods to authenticate the root user. Plain-
text password is the most common. This is the normal, hand-typed password and is
the example shown in the preceding output. The administrator must hand-type the
password and then confirm it. The password is stored in the configuration as an MD35
password with a salt. This means it’s not possible to reverse the password just by seeing
it, and because it has a salt, it is extremely hard to determine the password.

The alternate methods for the root password are all about using SSH keys. When you
use an SSH key a password is not used to authenticate the user. This is more secure, as
the user has ownership of his private key and it is not sent over the network for au-
thentication. In Junos, the user’s public key must be loaded on the system. You can do
this in one of three ways: as a DSA key, as an RSA key, or by loading the key from a file.

No matter which way you choose to set up root authentication, it is suggested that you
always utilize a nonroot user for administration. Junos is designed to handle multiple
user accounts and determining permissions per user based upon groups. The root user
has the ultimate permissions into the system, and users logging on as root can choose
to do whatever they wish. Individual user accounts enable better tracking of what each
user is doing on the device. Junos tracks each user’s commands and configuration
commits, and identifies who changed what. So, it is considered a best practice to always
use an alternate user account instead of root.

When creating a new user account you need to select a few properties for the new
account:

[edit system]
root@SRX210-A# set login user ?
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Possible completions:

+ apply-groups Groups from which to inherit configuration data
+ apply-groups-except Don't inherit configuration data from these groups
> authentication Authentication method

class Login class

full-name Full name

uid User identifier (uid) (100..64000)

[edit system]
ro0t@SRX210-A# set login user rcameron class ?
Possible completions:

<class> Login class

operator permissions [ clear network reset trace view ]
read-only permissions [ view ]

super-user permissions [ all ]

unauthorized permissions [ none ]

[edit system]
r00t@SRX210-A# set login user rcameron class super-user

[edit system]

root@SRX210-A# set login user rcameron authentication plain-text-password
New password:

Retype new password:

[edit system]
ro0t@SRX210-A#

The minimum items for a user are a username, a class (or group), and an authentication
method. The available authentication methods are the same as those covered for the
root user. In this example, the common plain-text password was chosen. One item that
may not be obvious is class. A class is the same concept as a user group. It provides the
user access to issue specific commands and modes. In this example, the super-user class
was chosen and this class gives the user access to all possible commands and modes.
The various prebuilt classes are a small example of what is possible for classes. It is
possible to build custom classes that can restrict a user to run a specific command or
view only specific portions of the configuration. You can find further details regarding
classes in the Junos documentation suite for your SRX model and platform.

You can remotely access a Junos device in many different ways, all of which are done
through the system services stanza. In this stanza, all of the various services are con-
figured. Depending on the device type, different services may be configured. If only one
service needs to be configured, it should be SSH, because SSH is the best way to access
the CLI remotely.

The service allows for encrypted transport of data, key-based authentication, and even
the ability to transfer files. Most Unix-like clients contain a built-in client using the
OpenSSH software package. For Windows users, a plethora of SSH clients can be used.
Several of them are free, and some are available as commercial packages. Even devices
such as the Apple iPhone and iPad have very viable SSH clients.

Enabling SSH is simple, as it requires only a single command and just a few options:
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[edit system services]
root@SRX210-Af# set ssh ?
Possible completions:

<[Enter]> Execute this command

+ apply-groups Groups from which to inherit configuration data

+ apply-groups-except Don't inherit configuration data from these groups
connection-limit Maximum number of allowed connections (1..3)

+ protocol-version Specify ssh protocol versions supported
rate-limit Maximum number of connections per minute (1..3)
root-login Configure root access via ssh

| Pipe through a command
[edit system services]
r00t@SRX210-A# set ssh

[edit system services]
r00t@SRX210-At

The single command set system services ssh enables the SSH service. You also can
specify whether the root user can authenticate, whether to rate-limit the number of
connections per minute, the maximum number of concurrent connections, and the
protocol version. It’s best to disallow SSH authentication for root so that unauthorized
attempts to log in as root are not allowed. Also, limiting the rate at connections per
minute ensures that someone cannot attempt to use a brute force attack to access the
system.

A Junos device can use name resolution to convert Domain Name System (DNS) names
to IP addresses. This is useful when using ping, SSH, and Telnet commands from the
device. Configuring a name server is simple, and it is done under the system stanza. If
a name server is not configured, name resolution will not be possible. Here’s an
example:

[edit system]
100t@SRX210-A# set name-server 208.67.222.222

name-server {
208.67.222.222;
208.67.220.220;

}

--snip-

[edit system]

r00t@SRX210-A#
Each device should have a unique hostname. This is useful for identifying the device
on the command line. Providing a unique hostname can also help prevent an accidental
configuration change on the wrong device in the network. Configuring the hostname
is simple and it takes only one command:

[edit system]
100t@SRX210-A# set host-name JunosBook

[edit system]
100t@SRX210-A# show
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host-name JunosBook;
--snip--

[edit system]
root@SRX210-A#

Interfaces

A networking device without interfaces isn’t much of a networking device. Since a Junos
device is always in the network, and most of the time it is in the path of the network,
it is critical to understand interface configuration.

Some Junos interface concepts might seem foreign to administrators who are migrating
from other operating systems. Remember that the Junos CLIis designed to be extensible
and scalable, and once an element is added to the configuration hierarchy after a soft-
ware release is made, it is not changed. Because of this, creating an interface and mod-
ifying its parameters may seem overly complex, but it is done for a good reason: to
ensure that 10 years from now the general structure of creating an interface is backward-
compatible.

Interfaces come in two types: logical and physical. A physical interface is an actual
device that someone can touch and a cable of some sort goes into it. A logical interface
is an entity that has a protocol and a network address assigned to it. A physical interface
can also be called an IFD and a logical interface is called an IFL, terms sometimes
sprinkled around in the documentation or in various Junos material.

An interface is named in a common format and the format is shared regardless of the
interface type. The first part of an interface name is the media type. Table 3-3 lists a
few of the common media types and their abbreviations.

Table 3-3. Interface media types

Name  Media type

fe Fast Ethernet 10/100

ge Gigabit Ethernet 1000

xe 10 gigabit Ethernet

t1 T1interface

vlan  Virtual interface that resides in a virtual LAN (VLAN)

There are many different types of interfaces, and only a handful are represented in
Table 3-3. For more information on the various interface types refer to the Junos doc-
umentation set at http://www.juniper.net/techpubs.

Interface names also include the location in which they are found in the chassis. This
portion of the interface name consists of three numbers: the FPC number, the physical
interface card (PIC) number, and the port number.
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FPC stands for flexible PIC concentrator, and it is simply a slot in a chassis. The differ-
entiation of FPCs typically determines how the FPC plugs into the backplane of the
device. A PIC represents a physical or pluggable (both terms are seen and sometimes
used interchangeably) interface card on which interfaces or ports reside. The number-
ing for an interface is represented in an X/Y/Z pattern, with X being the FPC, Y being
the PIC, and Z being the port. An example of a complete interface name is “ge-0/0/0".

W

A few interface types do not fit into this format. One of these is fxp0,
which is used as a management port. You can configure it with most of
%s" the options that an interface can use, such as IP addresses, but this in-
" terface cannot route traffic because it is not a transient interface. We
will discuss the fxp0 interface in Chapter 10.

Each physical interface has some physical properties that you can configure, such as
speed, duplex, and auto-negotiation; these properties vary based on interface type.
Because of all the variations that are possible, it’s best to check the latest Junos docu-
mentation to get the most up-to-date configuration options. But in most cases, the
command-line help, using ?, will give you what you need.

When an interface is configured for use on the network it must always be configured
with what is known as a unit. A unit is a logical entity that is applied to an interface. A
physical interface must have at least one unit, but it can have as many as 16,000, de-
pending on the need. This is a departure from other operating systems.

To communicate with other hosts and pass traffic through the device, protocols must
be configured. Junos supports numerous protocols for network communication and
several can be configured per unit. The most common protocol that is used is [Pv4.
This is the current standard on the Internet and in most networks. IPv6 is growing in
popularity, and because of this, Junos has support for it as well. When configuring an
interface, a protocol is called a family. This is because a protocol is often a family of
protocols; an example is IP, as IP uses ICMP, TCP, and UDP for messaging purposes.

Configuring an interface is simple, even though it has several parts to it. Let’s create an
interface configured with an IP address on it. Although there are many different pro-
tocols and permutations, we will use IPv4, as it is fairly common.

[edit interfaces]
root@SRX210-Att set ge-0/0/0 unit 0 family inet address 1.2.3.4/30

[edit interfaces]
r00t@SRX210-A# show
ge-0/0/0 {
unit o {
family inet {
address 1.2.3.4/30;
}
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In this command set the IP address of 1.2.3.4 with a bit mask of 30 bits is used. It is
applied to interface ge-0/0/0 and unit 0. Although any unit number can be used,
it’s common to use 0 when only one unit is used. When VLANSs are implemented, it’s
common to have the unit name match the VLAN tag; although this is not required, it
helps when other administrators need to look through a configuration.

Instead of having to type out “unit” when running a command, you can use a period
(.) instead of the word unit when configuring an interface. It’s a nice shortcut:

[edit interfaces]
root@SRX210-A# set ge-0/0/0.0 family inet address 1.2.3.4/30

[edit interfaces]
root@SRX210-A# show ge-0/0/0
unit 0 {
family inet {
address 1.2.3.4/30;
}

}

[edit interfaces]
root@SRX210-A#

Adding a VLAN tag is a simple configuration. To start the configuration the interface
needs to have tagging enabled on it, before it can be enabled on the logical interface:

[edit interfaces]
root@SRX210-A# set ge-0/0/0 vlan-tagging

[edit interfaces]
root@SRX210-A# set ge-0/0/0.100 vlan-id 100

[edit interfaces]
T00t@SRX210-A# set ge-0/0/0.100 family inet address 1.2.3.4/30

[edit interfaces]
root@SRX210-Att show ge-0/0/0
vlan-tagging;
unit 100 {

vlan-id 100;

family inet {

address 1.2.3.4/30;
}

}

[edit interfaces]
root@SRX210-A#

Switching (Branch)

On the branch SRX Series (see Chapter 1), most Ethernet interfaces support the ability
to do switching. The switching capabilities in the branch SRX Series are inherited from
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Juniper Networks’ EX Series Ethernet Switches, so the functionality and configuration
are nearly identical.

The most common configuration type is an access port. An access port is a port that
does not accept VLAN tagged packets, but rather tags the packets internally to the
switch. It will also allow the packet to exit as a tagged packet on a trunk port. (A VLAN
must be assigned to an interface even if the traffic will never exit the device as a packet
tagged with the VLAN. In cases such as these, the actual VLAN tag used is irrelevant.)

[edit interfaces ge-0/0/2.0]
root@JunosBook# set family ethernet-switching

[edit interfaces ge-0/0/2.0]
root@JunosBook# set family ethernet-switching port-mode access

[edit interfaces ge-0/0/2.0]
root@JunosBook# show
unit 0 {
family ethernet-switching {
port-mode access;
vlan {
members 100;
}

}

[edit interfaces ge-0/0/2.0]
root@JunosBooki

Here, ethernet-switching was added as a family (remember that a family represents a
protocol suite, and in this case it represents switching). The port was set to access
mode, which internally tags the packet after it enters the port. It is tagged with VLAN
100, as that is what is configured under the vlan stanza. An access port can only have
a single VLAN configured. When configuring a VLAN it can be specified with the tag
number or a configured VLAN name. We will discuss VLAN configuration later in this
section.

Most of the branch SRX Series devices have several ports that you can configure for
switching. In some cases, up to 24 sequential ports can be used for switching. Instead
of having to configure all of the ports by hand, it’s possible to use the interface
range command. This configuration allows you to select several ports and then apply
the same commands across all of the interfaces:

[edit interfaces]
root@JunosBook# show
interface-range interfaces-trust {
member ge-0/0/1;
member fe-0/0/2;
member fe-0/0/3;
member fe-0/0/4;
member fe-0/0/5;
member fe-0/0/7;

116 | Chapter3: Hands-On Junos



unit o0 {
family ethernet-switching {
vlan {
port-mode access;
members 100;

}

An interface range must be given a unique name, and then one or more interfaces can
be added as members of the range. At this point, any configuration option that can
normally be added to an interface can be added here. Because of this, the use of interface
ranges is not just limited to switching. For example, unit 0 was created with Ethernet
switching and VLAN 100. Upon commit, all interfaces have the same configuration
applied to them.

Up to this point, all VLANSs have been used with just a number tag. It is also possible
to create VLANSs and give them a name which allows for easier management and iden-
tification in the configuration. You can use the VLAN name instead of the tag name
anywhere in the configuration:
[edit vlans]
root@JunosBook# show
vlan-trust {
vlan-id 100;
interface {
fe-0/0/6.0;
}

13-interface vlan.o;

}

[edit vlans]
root@JunosBook#

Each VLAN is given a custom name. This name must be unique and must not overlap
with any other existing VLAN name. You also must assign a VLAN ID to the VLAN.
You can configure several other options under a VLAN, the most common of which
concern the direct configuration of interfaces. Previously, when Ethernet switching was
configured on each interface, a VLAN had to be configured. In this configuration ex-
ample, the VLAN can be configured from one central location directly under the VLAN.
Either option is valid; the usage is based on personal preference.

The other common option is the use of a VLAN interface. A VLAN interface allows for
the termination of traffic that can then be routed out another interface on the device.
The VLAN interface is accessible from any port that is a member of that VLAN. The
interface is configured just like any other interface type:

[edit]
root@JunosBook# edit interfaces

[edit interfaces]
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root@JunosBook# set vlan.0 family inet address 1.2.3.4/24

[edit interfaces]
root@JunosBook# edit interfaces

[edit interfaces]
root@JunosBook# show vlan
unit 0 {
family inet {
address 1.2.3.4/24;
}

}

[edit interfaces]
root@JunosBooki#

A trunk port is a port that has two or more VLANs configured on it and traffic entering
a trunk port must be tagged with a VLAN tag. A trunk port is typically used when
connecting the SRX to another switch:

[edit]
root@JunosBook# edit interfaces

[edit interfaces]
root@JunosBook# set ge-0/0/2.0 family ethernet-switching port-mode trunk

[edit interfaces]
root@JunosBook# set ge-0/0/2.0 family ethernet-switching vlan members 200

[edit interfaces]
root@JunosBook# show ge-0/0/2.0
family ethernet-switching {
port-mode trunk;
vlan {
members [ 100 200 ];
}

}

[edit interfaces]
root@JunosBook#

As you can see, the configuration here is very similar to an access port. The differences
are minor, as the port mode is configured as a trunk and multiple VLAN members are
added to the port. Traffic entering the port must be tagged and must match the VLANs
configured on the port.

Zones

A zone is a logical construct that is applied to an interface and is used as a building
block for security policies on the SRX Series Services Gateways and the Juniper Net-
works ] Series Services Routers. The concept of the zone originated on the ScreenOS
platform from NetScreen Technologies. When creating a security policy, the idea is to
allow traffic from a source to go to a destination. The zone adds another dimension to
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that by allowing for the concept of a source zone and a destination zone. This was very
different from all of the existing firewall products of the time. The division of a security
policy base into multiple smaller policy sets, or contexts, enhanced performance and
simplified management.

Creating a security zone is simple, as the minimum requirement is just a name. In the
past on NetScreen products, there was a concept of having prenamed zones called
Trust, Untrust, and DMZ. These zone names were always left in place because the
original ScreenOS devices actually used these as the interface names. Juniper has moved
away from having the default names, and now allows users to name the zones whatever
they want. Security zones are located under the security zones stanza:

[edit security zones]

ro0ot@SRX210-A# show

security-zone SuperZone {

interfaces {
ge-0/0/0.0;
}

}

[edit security zones]
ro0t@SRX210-A#

Security zones offer little to no value without the addition of interfaces. In the example
shown here, the ge-0/0/0.0 interface is added to the new zone named SuperZone. The
zone is now ready to be used in security policies. We will cover security policies in detail
in Chapter 4.

At least one interface must be bound in a zone to be able to use it to create security
policies. Multiple interfaces can be added to a zone as well, and this may be helpful
depending on the goal of the network design. An interface can only be a member of
one zone at a time. Logical interfaces are added to a zone, and so it’s possible to have
multiple logical interfaces that are a member of the same physical interface to be mem-
bers of multiple zones.

Functional zones are a logical entity that is applied to the interface to enable it to have
a special function. Interfaces that are a member of a functional zone cannot be used in
a security zone. On the SRX, the only functional zone that is used is management.
Adding an interface into the management zone allows the interface to be used for out-
of-band management, a helpful tool for devices such as the branch SRX Series devices,
which do not have a dedicated interface for management.

[edit security zones]
root@JunosBook# set functional-zone management interfaces fe-0/0/6.0

[edit security zones]
root@JunosBook# edit functional-zone management

[edit security zones functional-zone management]
root@JunosBook# show
interfaces {
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fe-0/0/6.0;

}
host-inbound-traffic {

system-services {
all;
}

}

[edit security zones functional-zone management]
root@JunosBook#

Adding an interface to a functional zone is the same as using a security zone. A new
element shown in this configuration is host inbound traffic. The host inbound traf
fic stanza can be configured under any zone, and it allows for the acceptance of two
different types of traffic to the SRX itself. If the host inbound traffic is not configured,
traffic will not be accepted. This is different from creating a security policy, as a security
policy is only for transit traffic and not for traffic terminating on the device.

root@JunosBook# set host-inbound-traffic system-services ?
Possible completions:

all All system services

any-service Enable services on entire port range

dns DNS and DNS-proxy service

finger Finger service

ftp FTP

http Web management service using HTTP

https Web management service using HTTP secured by SSL
ident-reset Send back TCP RST to IDENT request for port 113
ike Internet Key Exchange

1sping Label Switched Path ping service

netconf NETCONF service

ntp Network Time Protocol service

ping Internet Control Message Protocol echo requests
reverse-ssh Reverse SSH service

reverse-telnet Reverse telnet service

rlogin Rlogin service

rpm Real-time performance monitoring

rsh Rsh service

sip Enable Session Initiation Protocol service

snmp Simple Network Management Protocol service
snmp-trap Simple Network Management Protocol traps

ssh SSH service

telnet Telnet service

tftp TFTP

traceroute Traceroute service

xnm-clear-text JUNOScript API for unencrypted traffic over TCP
xnm-ss1 JUNOScript API service over SSL

[edit security zones functional-zone management]
root@JunosBook# set host-inbound-traffic protocols ?
Possible completions:

all All protocols

bfd Bidirectional Forwarding Detection

bgp Border Gateway Protocol

dvmrp Distance Vector Multicast Routing Protocol
igmp Internet Group Management Protocol
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1dp Label Distribution Protocol

msdp Multicast Source Discovery Protocol
ndp Enable Network Discovery Protocol
nhrp Next Hop Resolution Protocol

ospf Open Shortest Path First

ospf3 Open Shortest Path First version 3
pgm Pragmatic General Multicast

pim Protocol Independent Multicast

rip Routing Info